Graduate Texts in Physics

* D e B

‘Quantum
Optics

Taming the Quantum

@ Springer



Graduate Texts in Physics

Series Editors
Kurt H. Becker, NYU Polytechnic School of Engineering, Brooklyn, NY, USA

Jean-Marc Di Meglio, Matiere et Systemes Complexes, Batiment Condorcet,
Université Paris Diderot, Paris, France

Sadri Hassani, Department of Physics, Illinois State University, Normal, IL, USA

Morten Hjorth-Jensen, Department of Physics, Blindern, University of Oslo, Oslo,
Norway

Bill Munro, NTT Basic Research Laboratories, Atsugi, Japan
Richard Needs, Cavendish Laboratory, University of Cambridge, Cambridge, UK

William T. Rhodes, Department of Computer and Electrical Engineering and
Computer Science, Florida Atlantic University, Boca Raton, FL, USA

Susan Scott, Australian National University, Acton, Australia

H. Eugene Stanley, Center for Polymer Studies, Physics Department, Boston
University, Boston, MA, USA

Martin Stutzmann, Walter Schottky Institute, Technical University of Munich,
Garching, Germany

Andreas Wipf, Institute of Theoretical Physics, Friedrich-Schiller-University Jena,
Jena, Germany



Graduate Texts in Physics publishes core learning/teaching material for graduate-
and advanced-level undergraduate courses on topics of current and emerging fields
within physics, both pure and applied. These textbooks serve students at the
MS- or PhD-level and their instructors as comprehensive sources of principles,
definitions, derivations, experiments and applications (as relevant) for their mastery
and teaching, respectively. International in scope and relevance, the textbooks
correspond to course syllabi sufficiently to serve as required reading. Their didactic
style, comprehensiveness and coverage of fundamental material also make them
suitable as introductions or references for scientists entering, or requiring timely
knowledge of, a research field.

More information about this series at http://www.springer.com/series/8431


http://www.springer.com/series/8431

Pierre Meystre

Quantum Optics

Taming the Quantum

@ Springer



Pierre Meystre

Department of Physics and James C. Wyant
College of Optics Sciences

University of Arizona

Tucson, AZ, USA

ISSN 1868-4513 ISSN 1868-4521 (electronic)
Graduate Texts in Physics
ISBN 978-3-030-76182-0 ISBN 978-3-030-76183-7 (eBook)

https://doi.org/10.1007/978-3-030-76183-7

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland
AG 2021

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

Cover photo: Cavity cooling of a nanosphere to its quantum ground state of motion. Courtesy K. Dare,
Y. Coroli, M. Reisenbauer, Aspelmeyer group on Quantum Optics, Quantum Nanophotonics and
Quantum Information, Faculty of Physics, University of Vienna. https://aspelmeyer.quantum.at/.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://doi.org/10.1007/978-3-030-76183-7
https://aspelmeyer.quantum.at/

Pour Regina, Pierre-André et Lore



Preface

Quantum optics has witnessed remarkable developments in recent years, and finds
itself at the center of what is sometimes called the “second quantum revolution.” The
central tenet of this “revolution” is the ability to control and manipulate individual
quantum systems, with a profound impact in basic science and applications, from
cosmology and tests of the foundations of physics to biology and geosciences, and
from precision metrology to quantum information science and engineering.

These advances can be traced back to the inventions of the maser and the laser,
and to the unique opportunities that they provide in controlling both the internal
and the external state of atoms and molecules. This has led to the development of
clocks of unfathomable precision, the cooling of atomic systems to unimaginably
low temperatures, and the isolation of single atoms and molecules in tailored
environments that allow for an exquisite control of their behavior, to mention just
three of many remarkable breakthroughs.

All this is not the result of a grand plan developed by a government agency of
some sort, but rather the consequence of the more or less random way in which
scientific progress takes place. More often than not, ground-breaking advances come
from the most unexpected places as a result of curiosity-driven research, and it
is not unusual that a long time elapses before we fully realize their impact. Who
would have expected when John Bell, a theoretical particle physicist, came up with
his now famous inequalities, that AMO physics would provide an ideal testing
ground to investigate them? And who would have thought when Peter Toschek first
succeeded in trapping a single Barium ion that it would lead to ground-breaking
developments in manipulating quantum entanglement, quantum steering, and to the
recent advances in quantum information science and technology? I can’t imagine
that in his wildest dreams he ever thought of quantum computing at the time!
And how about Edward Purcell’s observation that spontaneous decay rates didn’t
seem to match their established values in some environments, and Dan Kleppner
understanding then that this rate can be changed pretty much at will by controlling
the electromagnetic environment of the atom? Or Vladimir Braginsky, who showed
the way in understanding the standard quantum limit of quantum measurements and
ways to circumvent it, when trying to figure out how to detect gravitational waves?
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viii Preface

As scientists we are enormously lucky not just to have such brilliant minds as our
colleagues, but also that there are folks with the vision and intelligence to understand
the importance of curiosity-driven research, and the means and dedication to support
it without being too worried about short-term financial or economic gains.

But I digress. This book is not a history book, and as such it is not the place to
recount the successes, failures, wrong turns, brilliant insights, hard work, and lucky
guesses that led to the current state of quantum optics. Rather, I have attempted
to organize the building blocks that led us to that point in some kind of a logical
fashion, starting from the simplest physical situations and moving to increasingly
complex ones. As a result, the reader might be surprised to find topics such
as quantum entanglement or measurement theory introduced quite early, before
spontaneous emission or laser cooling, for example. My hope is that this perhaps
unconventional approach will prove pedagogically appealing, while providing the
reader with enough theoretical background to follow much of the current literature
and start producing original research of their own.

After a review in Chap. 1 of a few basic elements of the semiclassical description
of light-matter interaction that will be useful in later chapters, Chap. 2 presents an
intuitively appealing approach to the quantization of the electromagnetic field based
on an analogy with the simple harmonic oscillator, and reviews states of the field
of particular importance in quantum optics, most importantly the coherent state,
squeezed state and thermal field, and their descriptions in terms of quasiprobability
distributions.

Atoms make their grand entrance in Chap.3, which introduces the Jaynes-
Cummings model, the linchpin of quantum optics, and its extension to the more
general quantum Rabi model. It is quite remarkable that this model, which was
introduced as a rather unrealistic toy model in the early 1970s, has become of
increased importance over the years, due in large part to striking advances in
experimental physics.

We then turn in Chap. 4 to a discussion of more general properties of composite
systems, focusing on ways in which their quantum behavior can fundamentally
differ from their classical counterparts. This brings us to the idea of quantum
entanglement and to the demonstration of its profound significance in the violation
of Bell’s inequalities. We then turn to some of its properties, including entanglement
monogamy and sharing and the no-cloning theorem, and their applications in
quantum teleportation and quantum key distribution.

The next level of complication results from the observation that the small systems
discussed so far can never be perfectly isolated from their environment and the need
to deal with the implications of that coupling, most famously perhaps in quantum
optics in the analysis of spontaneous emission. This is the topic of Chap. 5, which
discusses several theoretical methods to describe the system-environment dynamics,
and the onset of apparent irreversibility in a theory that is, at its most fundamental
level, reversible.

These results lead us quite naturally to the challenging problem of quantum
measurements, which we confront in Chap. 6. As eloquently stated by John Wheeler,
“no phenomenon is a phenomenon until it is brought to a close by an irreversible



Preface ix

act of amplification.” That is, quantum measurements must somehow involve
irreversibility. Without going into philosophical arguments, and at least from an
operational point of view, this is achieved by coupling the system to be measured
to an apparatus that provides this irreversibility. We start in the traditional way
from von Neumann’s projection postulate, followed by an analysis of measurement
back action and the way to limit its effects through quantum non-demolition
measurements. We then move to weak and to continuous measurements, and
conclude with a short discussion of Zurek’s pointer basis, which clarifies the role
of the environment in the measurement process.

Not leaving the environment quite yet, we turn in Chap.7 to ways to tailor
and control it. This is the general topic of cavity QED, which we consider both
in the resonant and the dispersive regimes. We also discuss the extension of these
ideas to circuit QED, which uses Josephson junction-based artificial atoms coupled
to transmission lines instead of real atoms and offers considerable promise for
applications in quantum information science and technology. The chapter concludes
with a brief discussion of the Casimir force, which presents the double advantage of
illustrating what is arguably the simplest consequence of tailored electromagnetic
environments, and also of introducing the idea of mechanical effects of light.

These mechanical effects are then analyzed in more detail beginning with
Chap. 8, where we first identify the radiation pressure and gradient forces of light,
and consider their effect both in the ray and wave optics regimes of atom optics.
We show in particular how these forces can be exploited to trap atoms, and discuss
several regimes of atomic diffraction and its application to atom interferometry. The
importance of spontaneous emission and the associated random atomic recoil on
these effects are also considered.

In addition to atom interferometry, the most important quantum optics applica-
tion of the mechanical forces of light is arguably laser cooling, to which we turn
in Chap. 9. We consider increasingly sophisticated approaches that permit to reach
ever lower temperatures. Both the cooling of neutral atoms and the sideband cooling
of trapped ions are described in some detail.

This takes us to atomic Bose-Einstein condensation, which is described in various
situations in Chap. 10. Because in such systems the atoms are indistinguishable and
subject to many-body effects, it is useful to treat them as a field. Following introduc-
tions to Schrodinger field quantization and to the mean-field Hartree approximation,
we turn to ultracold atoms trapped in periodic lattices. This is perhaps the simplest
example of a quantum simulator of a condensed matter problem, which we illustrate
with the example of the Bose-Hubbard model. We also highlight the use of atomic
microscopes to image and investigate these systems.

Chapter 11 then shifts to quantum optomechanics, which pairs optical and/or
microwave resonators with massive mechanical oscillators. A sideband cooling
technique directly adapted from the approach used for trapped ions permits to
cool these objects down to their ground state of motion. This opens the way to
determining and controlling the quantum state of truly macroscopic objects, with
applications ranging from the development of extraordinarily sensitive force and
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acceleration sensors operating near or below the standard quantum limit to, possibly,
a more profound understanding of quantum mechanics.

These various aspects of quantum optics demonstrate that in addition to its
intrinsic scientific interest, it is also an enabling tool of considerable value for
basic and applied science, engineering, and technology. Remarkably, it is also
exceptionally positioned to help shed light on aspects of the physical world that
are still a profound mystery to us. The final Chap. 12 elaborates on this point with
a very brief overview of the role of quantum optics in testing the fundamental laws
of nature, from quantum mechanics to relativity, and in exploring the nature of the
particles and fields populating the Dark Sector, the 95% of the physical world that
we still don’t understand.

Tucson, AZ, USA Pierre Meystre
2021
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Chapter 1 ®
Semiclassical Atom-Light Interaction Qe

After a brief summary of the multipole expansion of the interaction between
electromagnetic fields and charged particles and of the Lorentz atom, this
chapter reviews a few aspects of the electric dipole interaction between two-
level atoms and classical fields of particular relevance for the rest of this
book, including semiclassical dressed states, the optical Bloch equations,
Rabi oscillations, and relaxation mechanisms.

This chapter presents a brief review of selected aspects of the semiclassical
interaction between an atom and an electromagnetic field that will be of use in
this book. In subsequent chapters, we will deal mainly with quantized fields—with
a number of notable exceptions, for instance, in some of the discussions of the
mechanical effects of light and laser cooling. However, the atom—field interaction
has the same physical origin, the Lorentz force, independently of whether the optical
fields are treated classically or quantum mechanically. For this reason, this chapter
starts by briefly reviewing how to exploit the multipole expansion of the Lorentz
interaction, considering classical fields for simplicity. It then turns to a summary of
selected key results in the semiclassical description of the electric dipole interaction
between a two-level atom and a classical field. The reader is referenced to other
texts, for instance, Elements of Quantum Optics by P. Meystre and M. Sargent III,
for a more detailed and in-depth semiclassical discussion on these topics [1].

1.1 Multipole Expansion: A Brief Summary

Consider a test charge g of mass m and velocity v localized within an atom and acted
upon by an external electromagnetic field with electric field E(r,7) and magnetic
field B(r, t), see Fig. 1.1. The Lorentz force acting on this charge is

F(r,t) = qE(r,t) + gv x B(r, 1), (1.1)

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 1
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Fig. 1.1 Sketch of the

geometry considered in the

multipole expansion, with the m,q
charge distribution under

consideration shaded in dark

gray
atom

so that the electric and magnetic interaction energies between the charge and the
electromagnetic field are

Ve(t) = Veo(t) — ¢ /rds "ER+s,1),
0

Vi (?) = —q/ ds-vx BR+s,1), (1.2)
0

respectively, with all electric and magnetic fields considered as classical in the
chapter, as already indicated. These energies correspond to the work done by the
electric and magnetic components of the Lorentz force in first moving the charge
to a stationary origin of coordinates at a point R and then to a location r relative to
R. Here, Vgo(¢) represents the energy of the charge when located at the reference
point R. It may be expressed in terms of the electrostatic potential ¢ (R, t) as
Veo(t) = +q¢ (R, t). Because in electromagnetic waves the amplitude of the
electric field is of the order of ¢ times that of the electromagnetic field, we have
that Vin/ Ve & v/c. Considering further that the velocity of an electron in orbit
around a nucleus is of the order of v & €?/4megh gives

Vm 1 €
Ve dreg hic

=, (1.3)

where o &~ 1/137 is the fine structure constant.
A Taylor series expansion of V,(¢) and Vi, (¢) about r = 0 yields, see e.g. Refs. [2,

3],
il | 3 \"!
Ve(t) = Vio() —qZ; <r- B_R) r-ER, 1), (1.4)
n=1""
A 00 9 n—1
Vot) = —% T i 5 (r- ﬁ) ¢-BR.1), (1.5)
n=1 :
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where i£ = r x p is the angular momentum of the test charge relative to the
coordinate origin R. Note that the use of the mechanical momentum p = mr
instead of the canonical momentum neglects the electromagnetic component of the
momentum responsible for diamagnetic effects.

In addition to the electromagnetic interaction, electrons and nuclei are character-
ized by a spin magnetic moment my = (g/i/2m)gss, where s is the spin of the test
charge and gy its gyromagnetic factor, equal to 2.002. .. for electrons. The factor
qhi/2m is the particle’s magneton. The spin magnetic moment yields an additional
term to the magnetic energy Vi, which becomes

| AN/ 2
V(@) = -2 — <r~ —) ( gel + gsS) -BR, 1), (1.6)
2m = n! R n+1

where the orbital g-factoris g¢ = g /e and g, = —1 for an electron. For an ensemble
{c} of particles of charges g. and masses m . in an atom, these expressions are to
be summed over all particles. Thus, the electric energy becomes

Ve(t) = Veo(t) + VE1(t) + V2 (2) + . ..

3
= dud® 1) =Y quri()EiR.D)
L i=1

3
1 0
=P [quri(gm(g)} R ER O+ (1.7)

ij=1L ¢
where ¢ (R, ¢) is the electrostatic potential, and the magnetic energy becomes

V() = VM1 (1) + Vma (1) + - --

3
h
“ Y BRI x j—;n [20(5)Li (<) + 8:(S)si ()] (1.8)
i=1 5 s

3
0B; (R, 1) eh [2
-2 R; > 2 [gge@)zf(g)r,-(g) + gs(g>s,-(g)] +oe
i,j=1 S
For electromagnetic fields whose wavelength A = 2 /k is large compared with
the size of interacting atom, only the first few terms in the Taylor expansions of
Ve(t) and Vi, (f) need to be retained, since the expansion factor

9
— ~k 1. 1.9
IR r <& (1.9)

It is instructive to recast this condition in terms of generic order of magnitude atomic
properties. Specifically, we know that the typical radius of an electron orbit around
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an atomic nucleus is given by the Bohr radius ag so that

A egh? h
g 0 m62 mco ( )

Also, typical field frequencies w are comparable to atomic transition frequencies,
which are of the order of

Rg mcta?

~ NE _ , 1.11
wo ~ — & (1.11)

where Rg = %mczoc2 is the Rydberg energy. It follows that in situations involving

the interaction between atoms and optical fields, the product kr appearing in
Eq. (1.9) is of the order of

kr ~ ha (1.12)

which shows that the expansion of V.(#) and Vy,(¢) can be understood as an
expansion in powers of the fine structure constant «. Armed with this insight, we
now focus on the first two terms in the expansion of V. (¢) and the first term only for
Vi ().

Electric Dipole Interaction The first term Vgo(#) of Vi (¢) is proportional to the
net charge of the atom, and it vanishes for neutral atoms. The second term, Vg (¢),
is the electric dipole interaction energy. Introducing the electric dipole moment

d=) gcr(s), (1.13)
S

ord = f d*rp(r)r for a charge distribution, this contribution to the interaction
energy may be reexpressed as

Vei(t) = —d-ER, 7). (1.14)

This interaction dominates most quantum optical phenomena of interest in this book.

Electric Quadrupole Interaction The Vg;(¢) contribution to V() describes
electric quadrupole (E2) interactions. In terms of the quadrupole tensor

Qi = 3/d3r,0(r)rirj, (1.15)

it becomes

3
1 a0
VEz(t)Z_g E Qija—RiEj(R,f). (1.16)
ij=1
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Alternatively, electric quadrupole interactions can be expressed in terms of the
traceless quadrupole tensor QEJZ.) = [ d&rp(r) x(3rir; —8;;r?). Electric quadrupole
interactions are typically weaker than electric dipole interactions by a factor ap/A,
where ag is the Bohr radius and A is the wavelength of the transition. Since ag/A
is very small for optical transitions, these interactions are typically neglected in
quantum optics.

Magnetic Dipole Interaction The first term in the multipole expansion of the
magnetic interaction is the magnetic dipole (M1) interaction of a magnetic moment
m in a magnetic field

Vmi = —m-BR, 1), (1.17)
where
qoh
m = . [ge(a) () + gs(a)s(a)] = —pup(L +2S), (1.18)
o o
and we have used the fact that for electrons gg = —1 and gy >~ —2. The Bohr
magneton g is
_ eh _aeap (1.19)
HB= Sme = 2 ’

where « is the fine structure constant. Thus, magnetic dipole interactions tend to
be smaller than electric dipole interactions by a factor of order «. The connection
between m and the angular momentum J = £ + s is m = ypJ, where y is the
gyromagnetic ratio.

1.2 The Lorentz Atom

The Lorentz atom consists of a classical electron harmonically bound to a proton,
see e.g. Refs. [1,4, 5]. It provides a framework to understand a number of elementary
aspects of the electric dipole interaction between a single atom and light. Assuming
for now that the center of mass motion of the atom is unaffected by the field, a
restriction that will be removed when we turn to the mechanical effects of light
and laser cooling in Chaps. 8 and 9, and neglecting in addition magnetic effects, the
equation of motion of the electron is

d? d e
<m+2y5+a)o)r: -—ER.1), (1.20)



6 1 Semiclassical Atom-Light Interaction

where wy is the electron’s natural oscillation frequency and y represents a frictional
decay rate that accounts for the effects of radiative damping. For the classical
Lorentz atom, it is given by

y = wyro/3c, (121)

where

(e (1.22)
rg = — .
LT €0 \mc?

is the classical electron radius. This damping arises physically from the radiation
reaction of the field radiated by the atom on itself, as will be analyzed in detail in
Sect. 5.1. In the electric dipole approximation, the electric field is evaluated at the
location R of the atomic center of mass.

The study of light-matter interactions is simplified by the introduction of complex
variables [6-8]; for example, an electric field

ER, ) = ZEMSn cos(wnt) , (1.23)
n,u

where €, is the polarization vector of the Fourier component of the field at frequency
wy, 1s expressed as

ER, 1) =E"R, 1) +E (R, 1), (1.24)

where the positive frequency part of the field is

1
ET(R, 1) = 3 Z €, Enexpli(k, - R — w,1)]. (1.25)
n,u

Due to the linearity of Eq.(1.20), it is sufficient to study the response of the
Lorentz atom to a plane monochromatic electric field of frequency w, complex
amplitude &, and polarization €. Introducing the complex dipole moment

d=—er=¢a(w)explikk-R—wt)] +c.c., (1.26)
where o (w) is the complex polarizability, one finds readily

e2/m

_ 1.27
wf — 0? —iyw (127

a(w) =
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Beer’s Law Combining Eq. (1.25) with the Maxwell wave equation

, 192 1 3%P(R, 1)

where P(R, 7) is the electric polarization, given by the electric dipole density of the
medium as

P=Nd= —Ner = Néa(w)€ expli(k - R — wt)] +c.c., (1.29)

N being the atomic density, the plane wave dispersion relation is easily found to be

K= nk ), (1.30)
c
where the index of refraction n(w) is
Na(w)
nw)= |1+ . (1.31)
€0

Since the polarizability (1.27) is normally complex, so is the index of refraction.
Its real part leads to dispersive effects and its imaginary part to absorption.
Specifically, Re[n(w)] — 1 has the form of a standard dispersion curve, positive
for w — wp < 0 and negative for w — wp > 0, while Im[n(w)] is a Lorentzian peaked
at w = wy. The intensity absorption coefficient a(w) is

Nez> (a)% — a)z) +iyw V2
( .

2
a(w) = 2Im [n(@)] w/c = ZIm | 1+ ( ;
c meg a)% _ a)2) + yzwz

(1.32)

For atomic vapors, the corrections to the vacuum index of refraction are normally
small, so that the square root in Eq. (1.32) can be expanded to first order, giving

Né? ya)2
a(w) = ( ) ( , (1.33)

2
€gme C0(2) _ a)2) + y2w2

see Fig.1.2. The intensity of a monochromatic field propagating along the z
direction through a gas of Lorentz atoms is therefore attenuated according to Beer’s
law,

I(w,2) = I(w,0)e" @3 (1.34)
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Fig. 1.2 Real part (dashed 1
curve) and imaginary part

(solid curve) of the complex
polarizability «(w) as a

function of a)g — w2, in

arbitrary units. The dispersive

real part of o(w) results in
changes in index of refraction

of the medium, while its

nearly Lorentzian imaginary

part results in the absorption 0
of the light field by the atomic
medium

If the index of refraction at a given frequency becomes purely imaginary, no
electromagnetic wave can propagate inside the medium. This is the case for field
frequencies smaller than the plasma frequency

Ne?

W, = .
P meg

(1.35)

While the Lorentz atom model gives an adequate description of absorption
and dispersion in weakly excited absorbing media, it fails to predict important
phenomena such as saturation and light amplification. This is because, in this
model, the phase of the induced atomic dipoles with respect to the incident field
is always such that the polarization field adds destructively to the incident field.
The description of light amplification requires a quantum treatment of the medium,
which gives a greater flexibility to the possible relative phases between the incident
and polarization fields. Despite its important limitations, though, the Lorentz model

often provides valuable intuition. One such example is the cavity cooling of atoms
that will be discussed in Sect. 9.4.

Slowly Varying Envelope Approximation Light-matter interactions often involve
quasi-monochromatic fields. Their electric field, taken for concreteness to propagate
along the z-axis, can be expressed in the form

1 R .
ER,?) = 5€ ETR, e*®D 4 cc., (1.36)
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with

+
: ‘E' <k|ET]. (1.37)

i +
‘<<w}5 o

‘ at
It is consistent within this approximation to assume that the polarization (1.29)
takes then the form

1. .
PR, 1) = 3¢ PHR, t)el*ke) 4 cc., (1.38)
with
P+
‘_az <L o|PH|. (1.39)

Under these conditions, known as the slowly varying envelope approximation,
Maxwell’s wave equation reduces to

3 19 k
S0 et = ——— Pz 0). 1.40
(81 + c8t> (z, 1) Zieop (z, 1) (1.40)

Hence, in the slowly varying envelope approximation, we ignore the backward
propagation of the field [9]. The slowly varying amplitude and phase approximation
is essentially the same, except that it expresses the electric field envelope in terms
of a real amplitude and phase.

The slowly varying polarization P (z, ¢) associated with the classical Lorentz
oscillator is readily obtained by expressing x(¢) as

1 .
x(z, 1) = zX(z, e +cc., (1.41)

where z should be understood for now as a parameter labeling the position of the
oscillating dipole in the electric field E(z, t). Later in this book, in Chaps. 8 and
following, we will discuss the mechanical effects of light on atoms, in particular
how light can be exploited to cool them. The oscillators will then be allowed to move
under the influence of optical forces, and z will become a dynamical variable. In
this sense, the current description essentially assumes that the dipole has an infinite
mass.

Substituting x(¢) into Eq. (1.20) and neglecting the small quantities X and yX s
this gives readily

dX(z,1) .
dr

B ie€(z, 1)

1.42
2wm ( )

- [y +i(ef — w2)/2w] X
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In steady state, we have therefore

X(z) = — <ie€(Z)> ! , (1.43)
2mew )y +i(@} — 0?) /20
or, for
w(z)—a)ZRZw(a)o—a)), (1.44)

an approximation valid for detunings A = wy — w small compared to @ and wy,

. ie€(z) 1
X@=- ( 2mw ) y +i(wy — w) (1.45)
and
x(z,1) = X(z, )™ + c.c. (1.46)

The slowly varying polarization P(z) is then
P(z) = =N(2)eX(2), (1.47)
with N (z) the number of dipoles per unit volume.
It will occasionally prove useful to decompose the slowly varying dipole
oscillation amplitude X (¢) as the sum of its real and imaginary parts as

X(z,t) =U(z,t) —iV(z, 1), (1.48)

with equations of motion

w_ o

— =—(wp—w)V —

a 0 14

dv

i (wo —)U —yV +e&2mw, (1.49)

which gives in steady state

U = (—e5(1)> wy) —

2ma) (a)o — (,())2 + y2 ’
_ —e&(2) y

These equations will be encountered again in Sect.1.3.2, where the classical
oscillator will be replaced by a two-level atom. In that case, the atomic dynamics
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will acquire a third component W (z), which describes the difference in populations
of the excited and ground atomic state, or inversion. The resulting equations of
motion for the vector U = (U, V, W) will become the optical Bloch equations, from
which the dynamics of the Lorentz oscillator results from assuming that W = —1,
that is, the atom remains in its lower level.

1.3 Two-Level Atoms

A large number of optical phenomena can be understood by considering the
interaction between a quasi-monochromatic field of central frequency w and a two-
level atom, which simulates a dipole-allowed transition in an atom, a molecule, or
an artificial atom.! This approximation, which is well justified for near-resonant
interactions, @ >~ wy, is central to the discussion of a wide range of phenomena in
quantum optics [1, 5, 7, 8, 10, 11]. It is also of particular importance in quantum
information science, where the two-level atom changes name to become a qubit, the
quantum mechanical version of the bit familiar from classical information science.
This section discusses the model Hamiltonian for this system in the semiclassical
approximation where the electromagnetic field can be described classically. It will
then be revisited at considerably more length for the case of quantized fields in
subsequent chapters.

1.3.1 Hamiltonian

In the absence of dissipation mechanisms, the dipole interaction between a quasi-
monochromatic classical field and a two-level atom is

ﬁ:hwe|e)(e|+ha)g|g)(g|—d-E(R, 1), (1.51)

where |e) and |g) label the upper and lower atomic levels, of frequencies w, and w,,
respectively, with w, — w, = wp, and R is the location of the center of mass of the
atom. The electric dipole operator that couples the excited and ground levels may
be expressed as

d = éqd (le)(g] +1g) el , (1.52)

A dipole-allowed transition between two atomic levels |g) and |e) is a transition for which the
matrix element (e| Vg1 |g) # 0. Since successive terms in the multipole expansion of the atom—field
interaction scale with increasing powers of 1/«, it is therefore usually—but not always—sufficient
to ignore higher order terms in that case.
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where € is a unit vector in the direction of the dipole and d is the matrix element of
the electric dipole operator between the ground and excited states, which we take to
be real for simplicity. We also neglect the vector character of d and E(R, 7) in the
following, assuming, for example, that both €4 and € are parallel to the x-axis. The
Hamiltonian (1.51) may then be expressed as

H = hole)(e] + haglg) (gl — d (le)(g] + Ig) e [ETR, 1) + E-(R, D] .
(1.53)

It is often convenient to introduce the matrix representation of the atomic level

N . (0
le) = <0> S (1) (1.54)

and the Pauli spin operators

N 01 oo~ (0= o~ (10
ox—<10) ; ay—<io> ; O'Z—<O_1>. (1.55)

With Egs. (1.54), these matrices can readily be written in terms of |e) and |g), for
example,

62 = (le)(el — I)(gD. (1.56)
Introducing in addition the spin raising and lowering operators
6= 16, +i6y) = le)(gl =67 (1.57)

and redefining the zero of atomic energy result in the commonly used form of the
Hamiltonian

H = %hwo&z —d (64 +6-)[ETR, D+ E R, D)]. (1.58)

Rotating Wave Approximation Under the influence of a monochromatic elec-
tromagnetic field of frequency w, atoms undergo transitions between their lower
and upper states by interacting with both the positive and the negative frequency
parts of the field. The corresponding contributions to the atomic dynamics oscillate
at frequencies +(wg — w) and (wo + w), respectively, and their contributions to
the probability amplitudes involve denominators containing these same frequency
dependences. For near-resonant atom—field interactions, |wy — w| < w, the rapidly
oscillating contributions lead to small corrections, the first-order one being the
Bloch-Siegert shift, whose value near resonance @ >~ wy is

118\ 2
Seweg = —W (1.59)
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to lowest order in d £/hw. The neglect of these terms is the rotating wave
approximation (RWA). Note that it is often (but not always) inconsistent to regard
an atom as a two-level system and not to perform the RWA, a point further discussed
in Sect. 3.6.

In the RWA, the atomic system is described by the Hamiltonian

P
H= zha)g@ —d[6+ETR, )+ 6_E-R,1)], (1.60)

or, in a frame rotating at the frequency w of the field,

L 1 .
A = Shas. - 5d (6+5e‘k'R n h.c.)
1 A l A ik-R
= ShAG, = 3he, <0+e +h.c.) , (1.61)

where
Q, =d&/h (1.62)
is called the resonant Rabi frequency for a reason that will soon be apparent, and
A=wy)y—w (1.63)

is the atom—light detuning.” In the rest of this chapter, we consider atoms at rest and
located at the origin, R = 0.

Rabi Frequency The dynamics of the two-level atom is conveniently expressed in
terms of its density operator o, whose evolution is given by the Schrédinger equation
dp i A
X = _—_[H,7]. 1.64
” & [H, pl (1.64)

Its diagonal elements pe, = (e|ple) and pye = (g|p|g) are the upper and lower state

populations, respectively, while the off-diagonal matrix elements o, = (e|plg) =

,5;,‘ . are called the atomic coherences, or simply coherences, between levels |e) and

|g). These coherences, which are proportional to the expectation value of the electric

dipole operator, play a key role in much of optical physics and quantum optics.
Equation (1.64) readily gives the equations of motion

2Note that the alternative detuning definition 8§ = w — wy is also frequently used in the quantum
optics and laser spectroscopy literature, as there is usually no obvious reason to prefer one over the
other. It is therefore important to always check which definition is used when comparing results
from different publications.
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dpoee 2,

o =—= (,Oeg - pge) , (1.65a)
dp Q2

dfg _ Tr(peg — pge) s (1.65b)
dp . i
Teg = —1Apeg — Tr(pee — Pgg) - (1.65c¢)

As we will see more explicitly in the discussion of the optical Bloch equations of
Sect. 1.3.2, the evolution of the atomic populations P, (¢) and P.(f) = 1 — Pg(t) is
characterized by oscillations at the generalized Rabi frequency

Q= (QE + A2)]/2 . (1.66)

Specifically, assuming that the atom is initially in its ground state |g), the
probability that it is in the excited state |e) at a subsequent time ¢ is given by Rabi’s
formula

Pee(t) = (/)% sin®(Q2/2) . (1.67)

At resonance A = 0, the generalized Rabi frequency €2 reduces to the Rabi
frequency €2,.

Semiclassical Dressed States Instead of using as a basis set the eigenstates |e) and
|g) of the Hamiltonian %w(d, of non-interacting atoms, the so-called bare states,
their dynamics can alternatively be described in terms of the dressed states basis
of the eigenstates of the full Hamiltonian (1.60), see in particular Ref.[12]. By
convention, the state |1) is the one with the greatest energy. They are conveniently
expressed in terms of the bare states via the Stiickelberg angle 6 as

[1) = sinf|g) + cosO|e),
|2) = cosf|g) — sinfle), (1.68)

where sin(20) = —Q, /<2 and cos(20) = A /. The corresponding eigenenergies
are

1 1
E\=+30Q i Ey=-hQ (1.69)

and are plotted in Fig. 1.3. These dressed levels repel each other and form an
anticrossing at resonance w = wyp. As the detuning A varies from positive to
negative values, state |1) passes continuously from the excited state |e) to the bare
ground state |g), with both bare states having equal weights at resonance. The
distances between the perturbed levels and their asymptotes for |A| >> €2 represent
the ac Stark shifts, or light shifts, of the atomic states when coupled to the optical
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Fig. 1.3 Semiclassical haw,
dressed states as a function of

the detuning A = wp — w. (@) E

The upper part of the figure

shows for reference the ﬁwg

interaction picture bare
energies of the atom in the
absence of field, taking the
energy hiw, of the ground
state |g) to be constant. The
bottom part illustrates that the
energy separation of the
dressed states is the Rabi
frequency €2 and reaches its
lowest value €2, at the
avoided crossing point A =0

field. The ac Stark shift of |g) is positive for A < 0 and negative for A > 0, while
the |e) state shift is negative for A < 0 and positive for A > 0.

1.3.2 Optical Bloch Equations

Introducing the real quantities

U = pege' +c.c.,
V = ipege® +c.c.,

W = pee — pgg » (1.70)

their equations of motion may be expressed with Eq. (1.65) as

aw _ AV
dr
dv
— =AU+ W
ar + $2
daw
=-QV. (1.71)

dr
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277 |e) +ilg)]

272 e) +1g)]

Fig. 1.4 Schematic of the Bloch sphere. In the absence of dissipation, the Bloch vector U =
(U, V, W) processes on the surface of that sphere about the vector = (—£2;, 0, A). The state of
the two-level system at the locations of the blue points on the axes of the sphere is also indicated

These are the optical Bloch equations. Physically, U describes the component of the
atomic coherence in phase with the driving field, V the component in quadrature
with the field, and W the atomic inversion.

The optical Bloch equations have a simple geometrical interpretation offered by
thinking of U, V, and W as the three components of a vector called the Bloch vector
U whose equation of motion is

du
— —exU, (1.72)
dr

where we have introduced the vector & = (—£2,, 0, A). Thus, U processes about
the vector 2, of length 2, while conserving its length, as illustrated in Fig. 1.4. The
evolution of a two-level atom driven by a monochromatic field is thus a rotation on
the surface of the Bloch sphere,

[y (1) = e H |y (), (1.73)
about the “Hamiltonian vector”

H=—Q.6, + A6, . (1.74)
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Mathematically, this motion is equivalent to that of a spin-% system in two magnetic
fields By and 2Bj coswt that are parallel to the z- and x-axis, respectively, and
whose amplitudes are such that the Larmor spin precession frequencies around them
are w and 221 cos wt.

1.3.3 Relaxation Mechanisms

In addition to their coherent interaction with light fields, atoms suffer incoherent
relaxation mechanisms, whose origin can be as diverse as elastic and inelastic colli-
sions or spontaneous emission. This will be considered in detail in the discussion of
system-reservoir interactions in Chap. 5. For now, it is sufficient to remark that one
advantage of describing the atomic state in terms of the density operator p is that the
physical interpretation of its matrix elements allows us to add phenomenologically
various relaxation terms directly to them.

Relaxation Toward Unobserved Levels If the relaxation mechanisms transfer
populations or atomic coherences toward uninteresting or unobserved levels, their
description can normally be given in terms of a Schrodinger equation, but with
an effective non-Hermitian Hamiltonian. Specifically, the evolution of the atomic
density operator restricted to the levels of interest is of the general form

dp NN
I = “h (Heffp - IOHeff) ) (1.75)
where
Hye=H+T, (1.76)

H being the atom—field Hamiltonian and ' a non-Hermitian relaxation operator
defined by its matrix elements

A h

Both inelastic collisions and spontaneous emission to unobserved levels can be
described by this form of evolution.

Relaxation Toward Levels of Interest As will be discussed in detail in Chap. 5,
a description of the atomic dynamics in terms of a so-called master equation, or
alternatively of quantum Langevin equations, is necessary when all involved levels
are observed. This is also the case when a proper account of the coupling of the atom
to the full electromagnetic field is needed and/or atomic collisions are involved.
For now we limit ourselves to stating without proof an equation that describes the
dynamics of a two-level atom subject to upper to lower level spontaneous decay and
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to elastic or soft collisions, that is, collisions that change the separation of energy
levels during the collision but leave the level populations unchanged. In that case, the
atomic evolution is no longer governed by a Hermitian Hamiltonian or the simple
non-Hermitian Hamiltonian of Eq. (1.75), but rather by a master equation of the
form

—

dl6 1[" A] (A A /\+ AA A 2/\ AA ) 1 A+2 A AA

_— = —— s _ = o_ 04L0_ — LO_ 0. - = 0,00, .

5 5 pl =5 (0+0-p + po PO+) = 5VphP T ZVph0z POz
(1.78)

The first term on the right-hand side of this equation accounts for the Hamiltonian
dynamics of the system, while the term proportional to I" accounts for the fact that
the atom is coupled to a continuum of modes of the electromagnetic field, which are
responsible for spontaneous emission and the irreversible decay of the atom from
the excited state |e) to the ground state |g). The free space spontaneous decay rate I,
whose determination requires a detailed quantum electrodynamics (QED) analysis
that will be given in Sect. 5.1, is

2 3
1 4dwy

= 1.79
4meq 3hc3 (1.79)

Finally, the terms proportional to yph account for additional decay rate(s) that the
atoms may be subject to, oftentimes as a result of elastic collisions, as discussed, for
instance, in Ref. [1].

Optical Bloch Equations with Decay In general, the optical Bloch equations
cannot be generalized straightforwardly to cases where relaxation mechanisms are
present. There are, however, two notable exceptions corresponding to situations
where

1. the upper level spontaneously decays to the lower level only, while the atom
undergoes only elastic collisions and

2. spontaneous emission between the upper and lower levels can be ignored in
comparison with decay to unobserved levels, which occurs at equal rates y, =

Yg = 1/T.

Under these conditions, the Bloch equations generalize to

w_ U/T, — AV
d 2

dv

dw

dr —(W = We)/T1 — 2V, (1.80)
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where we have introduced the longitudinal and transverse relaxation times 77 and
T, withT) = 1/T and T, = (1/2T1 + J/ph)’1 in the first case and 7» = (1/T +
)/ph)’1 in the second case. The equilibrium inversion Weq is equal to zero in the
second case since the decay is to unobserved levels.

1.3.4 Density Matrix Equations

In the general case, it is necessary to revert to the master equation (5.31) that results
from a proper analysis of the coupling of the two-level atom to a reservoir instead of
the optical Bloch equations (1.80). The equations of motion for the matrix elements
of p become then, for the general case of a complex Rabi frequency 2,

dp 1,
d:e = —VePee — 5( Q peg +c.c.)
do 1,.
d_fg == _ygpgg + E(IQ;(,Oeg + C.C.)
dp . RY)
Teg ==Y +1A)peg — lé(pee - )Ogg) s (1.81)

where y = (Ve + ¥5)/2 + vph and peg = peg €'“*. In the case of spontaneous decay
from the upper to the lower level, these equations become

dp L,

Tee = —TPee — E(lepeg +c.c.)

dp L,

d_fg = 4T pee + E(lepeg +c.c.)

dp . Q2

5 =~ i) peg =i (pee = Pyg) (1.82)

where y =T'/2 + ypn.

Rate Equation Approximation If the coherence decay rate y is dominated by
elastic collisions and hence is much larger than the population decay rates y, and
Yg» Peg can be adiabatically eliminated from the equations of motion (1.81) and
(1.82) to obtain the rate equations

dpee
dr

dpge
dr

= —YePee — R(pee - pgg) )

= —VgPgg + R(pee - pgg) ) (1.83)
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and
dp
dee = —Tpee — R(Pee - pgg) >
t
dp
dfg = +Tpgg +R(,Oee _pgg), (1.84)

respectively, where the transition rate is
R =12, PLA)/Qy), (1.85)

and we have introduced the dimensionless Lorentzian
2
14

LA)= —5—.
() '}/2+A2

(1.86)

The transitions between the upper and lower states are thus described in terms of
simple rate equations.

Adding phenomenological pumping rates A, and A, on the right-hand side of
these pairs of equations provides a description of the excitation of the upper and
lower levels from some distant levels, as would be the case in a laser. The equations
then form the basis of conventional, single-mode laser theory.

Steady State In the absence of additional external processes, often referred to as
pump mechanisms, that repopulate the atomic levels, the populations p.. and pge
eventually decay away for the case of decay to unobserved levels, while for the case
of upper to lower level decay, they reach a steady state with corresponding inversion

r 1

Wy =— = >
'+ 2R 1+s

(1.87)

where s is the saturation parameter. In the case of pure radiative decay, yph = 0, s
is given by

Q22
§= = (1.88)
I2/4 + A2

The inversion Wy, which equals —1 for 2, = 0, first increases quadratically and
asymptotically approaches Wy = 0 as €, — oo. At this point, where the upper
and lower state populations are equal, the transition is said to be saturated, and
the medium becomes effectively transparent or bleached. The inversion is always
negative, which means in particular that no steady-state light amplification can be
achieved in this system. This is one reason why external pump mechanisms are
required in lasers.
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In steady state, the other two components of the Bloch vector U are given by

LY (1.89)

T U+ '
and

Va= L1 (-2 (1.90)

T \1+s) '

Uy varies as a dispersion curve as a function of the detuning A, while Vi is
a Lorentzian of power-broadened half-width at half maximum (I'2/4 + Q2) 2 As
the intensity of the driving field, or Qf, increases, Uy and Vi first increase linearly
with 2,, reach a maximum, and finally tend to zero as 2, — co.

Einstein’s A and B Coefficients When atoms interact with broadband radiation
instead of the monochromatic fields considered so far, the rate equations still apply,
but the rate R becomes

R — Bgo(w), (1.91)

where o(w) is the spectral energy density of the inducing radiation. Einstein’s A
and B coefficients apply to an atom in thermal equilibrium with the field, which is
described by Planck’s blackbody radiation

ha? 1

where T is the temperature of the source and kg is Boltzmann’s constant. Invoking
the principle of detailed balance, which states that in thermal equilibrium the
average number of transitions |i) — |k) between arbitrary states |i) and |k) must be
equal to the number of transitions |k) — |i), one finds

Aeg  ho’

B,y 723

) (1.93)

where A, is the rate of spontaneous emission I" from |e) to |g) of Eq. (1.79), in the
notation traditionally used when discussing the Einstein A and B coefficients.
Problems

Problem 1.1 The fine structure constant o = e?/4mweghc is one of the most
important constants in physics. In addition to having a rich history, it has several
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physical interpretations that are worth thinking about. With all this in mind, consider
how it is related to (a) the classical electron radius r,, the Compton wavelength of
the electron A and the Bohr radius ag, (b) to the electrostatic of two electrons a
distance d apart and the energy of a photon of wavelength 2 d, (c) to the velocity
of an electron on its lowest energy orbit in the Bohr model of the atom and the
velocity of light, and (d) to the elementary charge e and the Planck charge.

Problem 1.2 Derive the slowly varying expression for the polarization P(¢) of the
Lorentz atom to obtain the full expression of the slowly varying Maxwell wave
equation (1.40).

Problem 1.3 Derive the rate equations (1.83) and (1.84), and solve them in steady
state in terms of the transition rate R and the saturation parameter s.

Problem 1.4 (Lagrangian and Hamiltonian Formulations)
This and the next three problems address important aspects of the Lagrangian and
Hamiltonian formulations of the interaction between charges and electromagnetic
fields and their connection to the minimum coupling Hamiltonian. This topic
is discussed pedagogically in the text by Cohen-Tannoudji, Dupont-Roc, and
Grynberg [2], which gives an excellent discussion of the Hamiltonian approach
to electrodynamics, the electric dipole interaction, and the A - p vs. E - r forms of
the electric dipole interaction.

The classical Lagrangian describing the coupling of the electromagnetic field to
a collection of charges {¢g,} of masses {m} at locations r, and with velocities Iy is

=L [ -cue)
+/d3r (Jx, 1) -A(r, 1) — p(r, DU (x, 1)} , (1.94)

where the first and second terms are the free particle and free field Lagrangian,
respectively, and the third term describes their coupling. Here, A(ry, t) is the vector
potential, U (r, t) is the scalar potential, and E(r, ) and B(r, ¢) are the electric and
magnetic fields, with

_9A(r, 1)
9

E, 1) = —VU(r,1t), (1.95)

B(r,7) =V x A(r,1). (1.96)
Finally, the total charge is

P, D) =) qudr —ra (1)), (1.97)
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and the current is

AGUEDI ACLLES ADE (1.98)

Show that when applied to this Lagrangian, the Euler-Lagrange equations of motion

AL AL d oL
— _V - ——= =0, (1.99)
IF; IVE) dtaF;

where the components F; of the field F are the vector potential A and the scalar
potential U, yield the Maxwell equations

vxB=L22 . 3 (1.100)
xB=—— , .
29 KO
v.E=2 (1.101)
€0

Show also that the Euler-Lagrange equations of motion for a particle,

oL d oL
— —— = =0, (1.102)
or, dr 0rgy
yield the Lorentz equations of motion
mety = gu[E(ry, t) + Ty X B(rg, 1)]. (1.103)

Hint: Use the vector identity
VA-B)=B-V)-A+A- V) B+Bx (VXA +AXx(VxB). (1.104)

Problem 1.5 Starting from the Lagrangian (1.94) of Problem (1.4), show that the
conjugate momenta py of r, and IT of A are

oL .
Po = —— = My¥y + GuA(Xo, t) (1.105)
0Ty
and
oL
I =— =¢E(1. 1.106
oA (r,1) ( )

What is the conjugate momentum of the scalar potential U?
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From these results, show that the Hamiltonian corresponding to that Lagrangian
is the minimum coupling Hamiltonian

H = Z[pa — qoA(ry, t)]2 + ZQaU(raa 1)

o
+e€o f drlE*(r, 1) + B, )] + E(r, 1) - VU(r, 1), (1.107)
In the Coulomb gauge

Ur,t) =0 (1.108)
V.A(r,t) =0, (1.109)

commonly used in quantum optics, it simplifies to
1
H = Z/d3" {—2 [Pa — quA(re, )]*8(r — 1g)
o My

+ eo/d3r[E2(r, 1) + B (r, t)]} , (1.110)

where the second line accounts for the free field part, which is essential to obtain
Maxwell’s equations.

Problem 1.6 Consider the form of the minimum coupling Hamiltonian (1.110),
and use the Hamilton—Jacobi equations of motion

. OH

p=—

) oH

F=——, (1.111)
op

to prove that the motion of a particle of charge g is governed by the Lorentz equation

0A
mi‘:q(—VU—¥>+q1‘x(VxA), (1.112)
or, withE = —0A/0r,B=V x Aand U =0,

mi = gE 4+ g(r x B). (1.113)

Hint: Use the same vector identity as in Problem 1.4.

Problem 1.7 Quantizing the motion of a charge is achieved by promoting its posi-
tion r and canonical momentum p to operators satisfying the canonical commutation
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relation
[fi,ij]Zih5ij. (1.114)
With the coordinate representation form of the canonical momentum p = —iaV,

and the Hamiltonian (1.110), the Schrédinger equation describing the dynamics of
a single charge bound to a nucleus by a potential V (T) is then

Iy, K
a  2m

ih

. 2
[V—%A(R, z)] + V@) . (1.115)

Show by introducing the new wave function ¢ (r, ¢) via the gauge transformation

Y (r, 1) = exp[(—igr/h) - AR, D]p(r, 1) , (1.116)
we find that ¢ (r, 7) obeys the Schrodinger equation

ap(r, 1)

ih—— =[Ho — gt - ER, 0]$(r,1) (1.117)
where Hy = p2/2m + V(f) is the unperturbed Hamiltonian of the charge.

This shows that in the electric dipole approximation, the interaction between the
electron and the electromagnetic field is described by the electric dipole interaction
Hamiltonian (1.14),

Vel = —q - ER, 1),

where R is the position of the center of the mass of the atom. Hint: Remember that
in the coordinate representation [p, f(x)] = —i& f’(x) and in the Coulomb gauge,
the electric field and the potential vector are related by

JAR, 1)

ER.1)=-—"

(1.118)

Problem 1.8 Consider an ensemble of two-level atoms, 30% of which are in the
state 1/+/2(le) + |g)), 50% are in the state 1/+/10(|e) — 3|g)), and 20% are in the
state |g). Find the density matrix p of this system, and determine the probability for
the atoms to be in the ground state |g). Is this state a pure state or a mixed state?
Why?

Problem 1.9 Quantum mechanically, the von Neumann entropy is defined as

S = —kg Tr{pIn p}, (1.119)
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where p is the density operator of the system and kp is Boltzmann’s constant. Show
that S vanishes for a pure state. What does this mean physically?

Problem 1.10 Calculate |C,(r)|> for an atom interacting with a resonant but
incoherent light source characterized by the intensity fluctuation function P([)
given by

1
P(I)=—e 1/l
Ip

in the absence of relaxation mechanisms, that is, assuming that y, = y, = 0.
Assume also that the field phase vanishes, so that £ = ﬁ . Discuss the results as
t — 0.

Problem 1.11 Consider a two-level atom subject to the Hamiltonian (1.60) and
initially in its ground state |g), with a Rabi frequency €2, (¢) that is constant for a
time t and zero otherwise and some detuning A. Under what condition(s) will the
system evolve to (a) the state |{) = (l/ﬁ)[lg) + |e)] and (b) the state |{) = |e).
A pulse that permits to achieve the first state is called a 7 /2-pulse, and a pulse that
permits to reach the second state is called a 7-pulse.> Why?

Problem 1.12 (a) Derive the rate equations (1.83) by adiabatically eliminating p,,
from the density operator equations (1.81), and solve these equations in steady state.
(b) Do the same for the rate equations (1.84). (c) Discuss physically the difference
in the steady-state solutions for these two systems.
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Chapter 2 ®
Electromagnetic Field Quantization Qe

Following a brief review of the quantization of the simple harmonic oscil-
lator starting from the Lagrangian formalism, we use a formal analogy to
quantize the single-mode electromagnetic field along the same lines. We then
extend the analysis to multimode fields and consider a number of states of
the field of importance for quantum optics before discussing two important
ways to characterize them, photocounting and homodyne detection. The
chapter concludes with a discussion of quasiprobability distribution function
descriptions of the field.

This chapter starts with a brief review of the quantization of the simple harmonic
oscillator, starting from its Lagrangian and introducing conjugate variables to derive
the corresponding Hamiltonian and proceed with its canonical quantization. We then
exploit this result to carry out the quantization first of a single-mode electromagnetic
field and then of a multimode field, relying on a formal analogy between their
classical Hamiltonians. We also clarify a small but important difference between
field quantization in terms of running and standing modes. We then analyze a
few specific examples of states of the field of particular interest in quantum
optics, most importantly thermal fields, coherent states, and squeezed states. This is
followed by a review of two important models of photodetection, photocounting and
balanced homodyne detection. They illustrate in particular the physical importance
of normally ordered field correlation functions and of the field quadratures. We
conclude with a discussion of three useful descriptions of the electromagnetic field
in terms quasiprobability functions, the P-representation, the Husimi function, and
the Wigner distribution.

2.1 Quantum Harmonic Oscillator

The harmonic oscillator is a central ingredient of physics in general and of
quantum optics in particular, where it appears in a number of guises, including in
particular the description of electromagnetic fields, phonon modes, and Schrodinger
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matter wave fields. Because of that central role, it is perhaps useful to review its
quantization starting from its classical Lagrangian, rather than from its classical
Hamiltonian as is sometimes the case. This may help in refreshing our memory on
the standard way in which conjugate momenta and canonical commutation relations
are introduced and will also prove useful when we carry out the quantization of LC
circuits and transmission line resonators in Chap. 6.

The Lagrangian of the simple harmonic oscillator with position ¢, mass m, and
spring constant k is the difference between its kinetic and potential energies,

1 -2 1 2
=_ — —kg*, 2.1
L 2Mma” — 5kq 2.1)

from which the Euler-Lagrange equation

oL doL
— ———=0 (2.2)
dqg dr dq
gives the familiar oscillator equation of motion
j+wlq =0, (2.3)

where w = +/k/m. The corresponding system Hamiltonian H is obtained by first
determining the momentum conjugate to g via

oL )
p=-—=mq, 2.4)
dq
and H is then defined as
2
1
H=pqg—-L= L + —maw?q?, (2.5)
2m 2
with Hamilton equations of motion
. O0H p
g=—=—, (2.6)
ap m
oH
p=—— =—mwq=—kq. 2.7
dq

The quantization of the oscillator is completed by promoting ¢ and p to quantum
operators with canonical commutation relation

4. p] =in (2.8)
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and associated Heisenberg uncertainty relation

ApAg = 1/2[([p, 41)| = h/2 (2.9)
between their standard deviations Ap = /(p?) — (p)? and Ag = /(G?) — ()2,
so that

52

5_ P 1 22

H=—+ - . 2.10
om T pMmerd (2.10)

In the coordinate representation, we have

d
h= —ihd—é, @2.11)

so that H takes the form

_h_z d2 + sz"z
2mdg? = 2 '

2.12)

Its eigenfunctions u,(q) are well known. They may be expressed in terms of
Hermite polynomials H, (aq) as

_ o .22
un(q) = ,/ﬁznn!Hn(aq) exp(—a“q/2), (2.13)

where o = /mw/H, see Fig. 2.1, with corresponding eigenenergies

ho, =hom+3%), n=0,1,2,... (2.14)

Fig. 2.1 First four
eigenstates n = 0...3 of the
one-dimensional harmonic
oscillator, with eigenenergies
Ey = (n+ Dho




32 2 Electromagnetic Field Quantization
We now introduce two new operators @ and a' defined as
maw i
a=|—@G+—p), 2.15
T (q P p) (2.15)
it = 120G - Lp) (2.16)
a'= [—(@—-—p), .
2h i mw P
which are readily seen from Eq. (2.8) to obey the boson commutation relation

G, a'1=1. (2.17)

Inverting these expressions, we find the position and momentum

g=\ 5@+ a'y = gpra+ah, (2.18)

. hmo
p=1

(@—a")y=ipypr@—a'y, (2.19)

where g,pf and g, are called the zero-point position and momentum, so that in
terms of & and 47, H becomes

A

A=ho(a'a+}). (2.20)
In the Heisenberg picture, the time evolution of 4 is easily found to be

da i -

- = plH- a1 =—iwa (2.21)
with solution
a@t) = a0ye ", (2.22)
Similarly, we find that
at(ry =a"0)e . (2.23)

Consider now an energy eigenstate |H) of the harmonic oscillator with eigen-
value /€2,

H|H) = hQ|H), (2.24)
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and evaluate the energy of the state |H Y = a|H). From Eq. (2.17), we have 74
aH — hwa so that

HalH) = H|H) — hod|H) = h(Q — w)a|H) ; (2.25)
that is, a|H) is again an eigenstate of the Hamiltonian, but with eigenenergy hw
lower than | H). Because a lowers the energy, it is called an annihilation operator.
Repeating the operation m times, we find

Ha"|H) = h(Q — mw)d" |H). (2.26)

We can see that the lowest of these eigenvalues is positive as follows. For an arbitrary
normalized vector |¢), the expectation value of H is

hotpla’a + 1) = ho(g'|¢') + ho/2 > 0, (2.27)
where |¢') = a|¢). Calling the lowest eigenvalue fiwg with eigenstate |0), we have
aloy =0 (2.28)

and
H10) = ho (@' a + 1)10) = hwol0) = Lhw|0), (2.29)

that is, the lowest energy eigenvalue fiwg = hw/2 .
Similarly, we find

AHa"10) = [a"H + hod'110) = ho (1 + Hatl0); (2.30)
that is, the eigenstate |1) has eigenvalue fiw (1 + %). Because a' raises the energy,
it is called a creation operator. Substituting successively higher eigenstates into this
equation, we find

H(@H"0) = ho(n + $)@""0), (2.31)

and hence the eigenstate |[n) o (@™)™|0) has the eigenvalue fiw(n + %). To find the
constant of proportionality, we note that

aln) =syln—1), (2.32)
where s, is some scalar. This implies that

(nla‘aln) = 1s,1*(n — ln — 1) = |s,|*. (2.33)
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Since ataln) = n|n), this gives s, = /n . Thus,

aln) = /nln — 1)
a'lny =vn+1n+1),
yielding the normalized eigenstates
1

_ ~T\n
In) = m(a )"0} .

(2.34)

(2.35)

Since a'aln) = n|n), a'a is called the number operator. It gives the number of
quanta of excitation of the harmonic oscillator in the states {|n)}, which are called

number states or Fock states.

We can obtain the coordinate representation ug(q) of the ground state |0) by

substituting the definition (2.15) of a into Eq. (2.28) to find
(mwq +ip)uo(q) = 0.

With p = —i%(d/dg), Eq. (2.11), this gives

d _ mw
@uo(q) =— <7) quo(q),

which has the normalized solution

mw 174 2
uo(q) = (E) e~ (me/2Ma”

Similarly, we have

1 ., 1 (mo\"? nod\"
un(Q)=ﬁ(€l ) MO(Q)=ﬁ<E) (q_m_a)@> uo(q) s

which yields the wave function (2.13).

2.2 Electromagnetic Field Quantization

2.2.1 Single-Mode Field

(2.36)

(2.37)

(2.38)

(2.39)

To quantize the electromagnetic field, we consider a cavity of volume V closed by
perfectly reflecting mirrors, see Fig.2.2. For problems in free space, we can then
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Fig. 2.2 One-dimensional A=2LIn

cavity of length L closed by

end mirrors of reflectivity

R =1, supporting field

modes of wavelength

A =2L/n, with n integer pa B r=1

take this volume to be infinite at the end of the calculation. The electromagnetic
field satisfies Maxwell’s equations in a vacuum,

V.-B=0, (2.40)
V-E=0, 2.41)
oB
VxE=——, (2.42)
at
JE
VxB= ;L()E()E, (2.43)

where E is the electric field, B is the magnetic field, and po and €y are the
permeability and the permittivity of free space, respectively. Alternatively, it is
useful to substitute c> for 1/ugep, where ¢ is the speed of light in vacuum.
The electric and magnetic components of a classical monochromatic, single-mode
electromagnetic field propagating along z and polarized in the X direction can
conveniently be cast in the form

2
E(z.1) =%,/ fivq(r) sin(K z) , (2.44)
0
¥y 202 .
B(z,t) = 2K / eo_Vq(t) cos(Kz), (2.45)

where w is the single-mode field oscillation frequency, K = w/c is the wave number
w/c, q(t) is a measure of the field amplitude, and X and ¥ are unit vectors in
directions x and y perpendicular to the field propagation direction z. The classical
electromagnetic energy density is given by

1
U=3 [60E2 + Bz/uo] , (2.46)
with corresponding classical Hamiltonian

1
H=> / dV[eoE> + B%/uol, (2.47)
\%4
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where dV is a volume element and E and B are the magnitudes of E and B,
respectively. Inserting Eqs. (2.44) and (2.45) into H gives

H = Y(?¢® + p?), (2.48)

which is formally identical with the classical Hamiltonian (2.5) for a simple
harmonic oscillator of unit mass. We can therefore immediately quantize a single
mode of the electromagnetic field by applying the results of the previous section on
the quantization of the simple harmonic oscillator. In terms of the annihilation and
creation operators @ and a', the single-mode electromagnetic field Hamiltonian is
therefore

A, =ho@'a+1). (2.49)
The corresponding eigenstates |n) of the field satisfy
Hin) = o + YHin), n=0,1,2,..., (2.50)

where n may be loosely interpreted as the “number of photons” in the state |n), and
the ground state |0) of the field mode is referred to as the vacuum state. General
state vectors of the field are linear superpositions of these energy eigenstates

)= caln). @2.51)

n

Substituting the expression (2.18) of the position operator in terms of creation
and annihilation operators into Eq.(2.44) with m = 1 gives for the electric and
magnetic fields

E(z, 1) =Ey(a+a")sinKz, (2.52)
B(z, 1) = ii—”(a —a"cosKz, (2.53)

where we have introduced the “electric field per photon”
&, = [hw/egV]V?. (2.54)

In complete analogy with classical fields, see Eq. (1.36), it is often convenient to
decompose E(z, t) into its positive and negative frequency components as

EGt)=ET@ )+ E (z1) (2.55)
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with
EY(z, 1) = Epate™ sinK z, (2.56)
E~@zn=(ENH =¢&,a"e sinKz, (2.57)
and where we have used Egs. (2.22) and (2.23) for the free time evolution of a and

a’, respectively.

2.2.2 Multimode Field

The generalization of the single-mode analysis to a multimode electromagnetic
field is straightforward. Considering for concreteness linearly polarized plane wave
modes, the classical electric field becomes

E(z 1) = Zes,/ qv(r> sin(K2) , (2.58)

where €; is the polarization of mode s, wy = cK;, Ky = sw/L,s = 1, 2,3,...,
and L is the length of the cavity in the Z direction. The Hamiltonian H of such a
multimode field is simply the sum of the Hamiltonians H of the individual modes

H=>"Hj, (2.59)
s
where H is given in terms of the single-mode annihilation and creation operators
ds and a as of Egs. (2.15) and (2.16) by
Hy = hos@las + 1), (2.60)
with
lag, a)] = 855 - (2.61)

The single-mode electric field operator generalizes then to

E@z.1) =) &(as +a)) sin(K,z). (2.62)

where
& = [hwy/egV]'? (2.63)

is the electric field per photon of mode s for standing wave quantization.
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The eigenstates of the multimode Hamiltonian (2.60) are products of the single-
mode eigenstates

[niny...ng...) = |{n}) (2.64)

and have eigenvalues given by the eigenvalue equation

Hln)=h) o (n + %) I{n}) . (2.65)

When acting on the state |[{n}), the creation and annihilation operators Ez: and ag of
the sth mode give

allin}) = Vng + lnina...ng+1...),

asl{n}) = /nslniny...ng —1...); (2.66)
for example,
ailny, na) = /nilny — 1,n2) 5 azlny, n2) = /nalng,np —1). (2.67)

The general state vector of a multimode field is a linear superposition of states such

as |{n}),

W) =YY" cnmpeny iy g ) =Y cylin) . (2.68)
n)

ny ny {ns}

Note that this form is more general than the factorized state

V) = l¥ndla) ... 1) ... (2.69)

where the |/,) are state vectors for the individual modes.
For the field ground state |{n}) = |{0}), Eq. (2.65) reduces to

N 1
HI{0h = Sh Y wgl{0)), (2.70)

so that the ground state energy of the field, the so-called zero-point energy, is
> %hws. Since this energy is a constant for a given mode configuration, it is
often possible to just ignore it. However, this is not always the case, and we will
encounter in Sect.7.5 an important example of its effect in the discussion of the
attractive Casimir force between two perfectly conducting plates in a vacuum. As
we shall see, the origin of that force is this zero-point energy, more precisely the
radiation pressure exerted by the vacuum field on the cavity end plates. While this
force is minute and can be ignored in most everyday situations, this is not always
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the case. In particular, it plays an increasing role in a number of nanophotonics and
nanoscience applications.

Standing Waves Versus Traveling Waves Both standing and traveling wave
modes are routinely used as basis field modes in quantum theories of electrody-
namics. To appreciate the difference between them, consider the positive frequency
field operator

Et(z, 1) = & a1 K% + Gy e K2 eI .71)

Here, &, is the running wave electric field per photon, and a; and &IT ,i = 1,2, are the
annihilation operators for two oppositely running wave modes, obeying the boson
commutation relations [a;, &;] = §;;. Their action on the state |n1, nz), describing
the two running waves is

ailni, na)y = /nilny — 1,n2)r;  azlny, na)y = /nalny, np — 1), . (2.72)

Alternatively, in terms of the operators a. = (a; + az)/ V2 and a; = (a1 — a2) /2,
the electric field operator (2.71) is given by

ET(z, 1) = V2E& [de cos(K 2) + ids sin(K z)]e " (2.73)

where v/2 &, is just the electric field per photon & of Eq. (2.63). The operators d
and d; also obey boson commutation relations but act on standing wave rather than
traveling wave modes. Importantly, then, if one chooses to expand the field in terms
of running wave modes instead of standing wave modes as done here, the “electric
field per photon” &, is reduced by a factor of +/2 compared to its standing wave
value,

& Aw

E=—=_|——.
ﬁ 2¢p0V

(2.74)

The choice of using a standing or running wave quantization scheme is one of
mathematical convenience, and both approaches predict the same single-photon
transition rates, such as those for spontaneous emission and photoionization,
provided that the contributions of all modes are accounted for. In practice, though,
there are cases in which the two approaches are not equivalent. Standing wave
modes are the natural choice when a field is contained within a two-mirror cavity. In
such situations, one can then oftentimes use a single-mode description, but it is then
important to keep in mind that one of the two field modes needed to provide a full
correspondence with running wave quantization, either the sin(Kz) or the cos(K z)
mode, is implicitly assumed to never be excited, due to boundary conditions
imposed, say, by a cavity with perfectly reflecting end mirrors. Conversely, traveling
waves are for instance the natural choice when the field consists of counter-
propagating waves in a three-mirror ring cavity.
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In such situations, one can expect differences between the physics described by a
single standing mode field and by two counter-propagating running waves of equal
frequencies and amplitudes, in contrast with the classical intuition. In particular, for
small photon numbers, atoms are diffracted differently by the true standing wave
than by the superposition of two waves.! We can understand this result intuitively
from the following argument: with running waves, it is possible in principle to know
which running wave exchanges a unit of momentum with the atom. In contrast, a
standing wave is an inseparable quantum unit with zero average momentum. This
unity is imposed by the fixed mirrors that establish the standing wave and that act as
infinite sinks and sources of momentum. Quantum mechanics forbids one even in
principle to determine, via a field measurement, “which traveling wave” exchanges
momentum with the atom, and hence one expects interference phenomena. Indeed,
the atomic diffraction patterns reflect this fundamental difference between a “true”
standing wave and a superposition of two running waves [1].

2.3 States of the Field

2.3.1 Single-Mode Field in Thermal Equilibrium

A thermal single-mode field is a field from which we only know the average
energy (H)

(H) = Tr{pH}. (2.75)

Much as would be the case in classical physics, we can find its state by invoking the
maximum entropy principle. Quantum mechanically, this amounts to determining
the density operator p by using the method of Lagrange multipliers to maximize the
von Neumann entropy of the mode subject to the constraint (2.75).

Von Neumann Entropy Before proceeding, it may be useful to first give a very
brief refresher on the von Neumann entropy. We recall that this entropy is the
quantum extension of the classical Gibbs entropy Scassical Of @ system,

Sclassical = —kB Z Pyln Py, (2.76)
4

where Py is the probability of finding the system in the state £. In quantum systems,
Py is replaced by the density operator p, and the sum is replaced by the trace,

'We will discuss atomic diffraction by optical fields in some detail in Chap. 8.
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resulting in the von Neumann entropy
S=—kpgTr{plnp} or S=-Tr{plog,p}. 2.77)

The quantum equivalent of the normalization condition Xy P, = 1is Tr{p} = 1.
Note that the von Neumann entropy (2.77) is defined sometimes with and
sometimes without the Boltzmann factor kg, depending on the context of the
problem. In statistical physics and quantum thermodynamics, S usually includes
the Boltzmann factor, but in quantum information science it does not, as we shall
see in some detail in Chap. 4. Like the Gibbs entropy in the classical world, the von
Neumann entropy has an important interpretation in terms of information content: it
characterizes the missing information about the system. For this reason, in quantum
information science, it is computed on a log, basis and measured in bits.

Maximizing the Entropy We now proceed to determine the density operator
of a single-mode field in thermal equilibrium by maximizing S under the two
constraints (2.75) and Trp = 1. We use here its statistical mechanics form with
the Boltzmann factor included. Without constraints, we have

3
88 ~ —Tr [F(,ﬁ 1n,a)] 8p = —Tr{(1 +1n )85} . (2.78)
0

The constraint (2.75) leads to the extra contribution Tr{ﬁ 8p} = 0 and the
normalization of p to Tr{8p} = 0, with 8 and A the associated Lagrange multipliers.
Inserting these into Eq. (2.78) gives
8S = —Tr{(1 +1Inp + A+ BH)Sp}. (2.79)
Maximizing the entropy requires that §S = 0 for any §0, which yields
l4Inp+Ar+BH=0, (2.80)
so that

p = e~ H0=BH 2.81)

We still have to determine the two Lagrange multipliers A and 8. With Tr{o} = 1,
Eq. (2.81) gives

¢! = Tr{exp(—BH)} = Z, (2.82)
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where Z is the so-called partition function of the system. Substituting this definition
into Eq. (2.81), then, we have

exp(—BH) _ exp(—BH)

0= — = (2.83)
Tr{exp(—BH)} Z
From classical statistical mechanics, we recognize
B=1/kgT (2.84)

as the Boltzmann coefficient, which we use as a definition of the temperature 7.

So far, our result is quite general, and the density operator (2.83) describes the
thermal equilibrium state of any system with Hamiltonian H and subject to the mean
energy constraint (2.75).> We now specialize it to the case of the simple harmonic
oscillator Hamiltonian. We proceed by redefining the zero of the energy scale by
removing the “zero-point energy” fiw/2 from H. Then, the density operator (2.81)
becomes

e—ﬁhwa"‘a

In general, we can expand the field density operator on any complete set of states,
in particular on the number states |n) where p takes the form

p =7 min)inlplm)iml =) pumln)(m] . (2.86)

n,m

Noting that (n|a’a|m) = né,,, we obtain the photon number expansion

Pum = e—nﬁhw[ze—nﬂhw]_lanm — e—nﬁha} I:l _ e—ﬂhw] (Snm , (287)

n
where we have used the identity
oo
Z exp(—nx) =1 —exp(—x).
n=0

Hence, we see that the thermal distribution has a diagonal expansion in terms of
the photon number states. This diagonality causes the expectation value of the

2 Additional constraints can be accounted in the same way with the introduction of additional
Lagrange multipliers. We will encounter such an example in the analysis of Bose—Einstein
condensation of Chap. 10, where the conserved mean number of particles will be an additional
constraint and the chemical potential p the associated Lagrange multiplier.
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electric field to vanish in thermal equilibrium. Equation (2.86) also shows that the
probability p, that the field has n photons, the so-called photon statistics, is given
by the Maxwell-Boltzmann distribution

Pn = pun = [1 — e Ph@)e7rbho (2.88)

The density operator (2.85) permits us to compute the expectation value of any
observable of interest, such as, e.g. the mean energy in the field

~ N 1 - Jes 1
(H) =Tr(pH) = ETr (hwfz]&e_’sh‘”ﬁ“> = E haneon/ksT (2.89)
n

Expanding the partition function Z of Eq. (2.82) on a number states basis and
differentiating it with respect to the temperature gives

dz 1
— = ——— ) nhoe "/ksT 2.90
dT ~ kpT? Z" ©e (290

Comparing this result with Eq. (2.89), we find

Ay =kgr? 22 _ T 291

(H) = kg ZAT  ohelksT —1° (2.91)
or reintroducing the field zero-point energy Aiw/2,
A ho ho

(H) = —+ ——7+——. (2.92)

2 eha)/kBT —1

At absolute zero, the oscillator is in its ground state, with zero-point energy
(H) = ho /2. This is to be contrasted to the classical oscillator energy, which is
2. %k pT in thermal equilibrium and hence vanishes as T — 0. At high temperatures,
kpT > ho, (I:I ) — kpT so that the quantum and classical oscillators approach
the same mean energy. Note that in Eq. (2.92), it was important to keep the zero-
point energy of the oscillator since we wish to compare the quantum to the classical
energy and therefore need to use the same reference point in both cases. As already
mentioned, though, it is often—but not always—appropriate to redefine the energy
of the quantum oscillator such that its zero-point energy is zero, a convenient
typographical simplification.

The mean energy calculation also permits us to find the mean number of photons
(n) in a mode in thermal equilibrium at temperature 7,

1
(n) = annn = m s (2.93)
n
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Fig. 2.3 Left: photon statistics p, of the single-mode thermal field (2.85) with mean photon
number (n) = 9. Right: corresponding photon statistics (2.107) for a coherent field |a) with
(n)=la*=9

which allows us to reexpress the photon statistics (2.88) as

_#<L>n (2.94)
Pe=m i\ m+1) - '

Figure 2.3 shows an example of a single-mode thermal field photon statistics, with
(n) =09.

2.3.2 Coherent States

We now turn to a class of states of the simple harmonic oscillator that play a
central role in the quantum theory of radiation and in quantum optics. These are
the states that minimize the Heisenberg uncertainty relation (2.9), ApAq > h/2.
Since only the product of uncertainties is bound by the Heisenberg uncertainty,
one can minimize it with a smaller uncertainty for one conjugate variable at the
expense of increasing the uncertainty of the other. Such states, called “squeezed
states,” are discussed in Sect. 2.3.3. One subclass of particular importance is the so-
called coherent states [2], which simultaneously minimize the variance in both the
position and momentum operators.

There are several ways to introduce coherent states. Here, we choose a method
that emphasizes their nearly classical character. Specifically, we seek pure states of
the harmonic oscillator with mean energy equal to the classical energy. We proceed
by applying Ehrenfest’s theorem, which states that in the cases of free particles,
particles in uniform fields, or particles in quadratic potentials (harmonic oscillators),
the motion of the center of the quantum wave packet obeys precisely the laws of
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classical mechanics

(Wlg®Oly) = q.@),
WpOIY) = pe(r),

where we use the index c to label the classical variables. Inserting these into
Eq. (2.10), we obtain the classical energy

2 22 1 R A
H. = % “’;‘ = S[WIAOW) + o’ (WIGO1Y)’) (2.95)
or, with Egs. (2.15) and (2.16),
He = ho(y|a ) (y1aly) . (2.96)

The corresponding quantum mechanical oscillator has the energy

(H) = (y|H|Y) = ho(yld aly) (2.97)

where we have shifted the zero of energy by the zero-point energy fiw/2.

The requirement that the classical energy be equal to the quantum mechanical
energy for the coherent state, denoted |«), leads therefore to the factorization
condition

(ala’a)(alala) = («la’ala) . (2.98)

This implies that coherent states are eigenstates of the annihilation operator,
ala) = ala) . (2.99)
It is readily seen by direct substitution that Eq. (2.99) satisfies the condition (2.98).

To show conversely that Eq. (2.98) implies (2.99), we note that it may be rewritten
as

eela|o))? = (@laale) . (2.100)
The Gram—Schmidt orthogonalization procedure tells us that starting with |o), we
can construct a complete orthonormal basis set consisting of |@) and an infinite

complementary set of vectors {|R)}. Writing this statement in terms of the identity
operator, we have

I'=la)al+) IRNRI. (2.101)
R
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Inserting this expression between the @' and @ operators on the right-hand side of
Eq. (2.100), we have

(wla'ale) = (@la’le)(@lale) + Y (@la’|R)(R|alx)
R

= [{la"le)? + D I(Rlale)?, (2.102)
R

and equating this result with the left-hand side of Eq. (2.100) gives

> lRjala)* =0. (2.103)
R

Since every term in this sum is positive definite, we must have (R|d|a) = O for all
|R), which implies that a|a) must be orthogonal to any |R), that is, proportional to
|}, namely,

ala) = ala). (2.104)
This concludes the proof that all states satisfying the factorization property (2.98)

must be eigenstates of the annihilation operator.

Number States Representation To obtain an explicit form for |«) in terms of the
number states |n), we write

o) =Y Indinle) = |n><0|57|a> = (Ole) > %m . (2.105)

Using the normalization condition («|a) = 1, we find that |(0]a)|> = e"“'z, so that
choosing a unit phase factor gives finally

ja) = e le2 3 3—n_||n). (2.106)
n n!

This expression immediately gives the probability of finding n photons in the
coherent state as the Poisson distribution, with corresponding photon statistics

3 2|Ol|2n
pn = (nla)? = el — (2.107)

n!

see Fig. 2.3, from which the mean photon numbers (n) is the field is readily found
to be
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OO 2n
2 a
(n) = e~ § :nL = |a|?. (2.108)
n!
n=0
The corresponding variance is likewise |a|2,

o2 =n% —n)? = o). (2.109)

n

It is also useful to express the coherent states in terms of the vacuum state |0).
We find, with (a7)*|0) = v/n!|n),

la) = o lal?/2 Z ((xa_“)”|0> — e—\a|2/2eaﬁf|0>
n!
n

— oloP/2p0d" j—atd ) (2.110)

where we have used the fact that a|0) = 0 to perform the last step. Using the Baker—
Hausdorff relation

eA+B — €A€BE_

482 @.111)
which holds if the operators A and B commute with their commutator
[A,[A, B = [B,[A, Bl =0,
we can rewrite this expression as
) = D(@)[0) , 2.112)

where

D(a) = e¥d'—"a (2.113)
is the displacement operator. As such, we can call the coherent states |o) displaced
states of the vacuum.

The coherent states will prove very useful in describing a number of electromag-
netic fields, although they have the complication of being overcomplete, with

%/d(Rea)d(Imaﬂa)(m = %/d2a|a)(a| =1, (2.114)

as well as nonorthogonal, since

1
(«|B) = exp [—§(|a|2+ |ﬁ|2—2a*ﬂ)} (2.115)
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does not vanish for « # . However, squaring this expression, we have that
(] B)1* = exp(—la — BI). 2.116)

which shows that the states become increasingly orthogonal if « differs sufficiently
from 8.

Minimum Uncertainty States We now show that as advertised, the coherent states
|ar) are minimum uncertainty states of the harmonic oscillator. Since 4 and a' are
not self-adjoint operators and therefore not subject to the Heisenberg uncertainty
relations, this requires returning to the position and momentum operators ¢ and p
instead, see Egs. (2.18) and (2.19). From a|a) = «|a), we find readily

(@la +ala) = (@ +a"),
(@l@+a"?e) = (@ +a*)? +1,

(@l@—a"?la) = (@ —a®*—1.

Substituting these expressions into the expressions for ¢, p, and §> and p? then
gives the variances

op = (3% —(q)* = h/2w (2.117)
oy = (P*) = (p)* = hw/2 (2.118)

so that
oj oy =h"/4. (2.119)

Since [¢, p] = i#, this is precisely the minimum product of uncertainties between
two arbitrary observables A and B permitted by the Heisenberg uncertainty principle

I~ 4
OAOB > EH[A’ B])|. (2.120)
Interestingly, the vacuum state |0) is itself a minimum uncertainty state, since it is
an eigenstate of the annihilation operator with a|0) = 0.
2.3.3 Squeezed States

As already indicated, the Heisenberg uncertainty principle has a built-in degree of
freedom: one can “squeeze” the standard deviation of one observable provided one
“stretches” that for the conjugate observable [3—5]. For example, while the standard
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deviations in position and momentum obey the uncertainty relation AxAp > fi/2,
all quantum mechanics requires is that the product be bounded from below: one can
in principle squeeze Ax to an arbitrarily small value at the expense of increasing
the standard deviation Ap accordingly. As we have seen, the electric and magnetic
fields form a pair of observables analogous to the position and momentum of a
simple harmonic oscillator. Hence, they obey a similar uncertainty relation

op op > (constant) /i/2, (2.121)

and we can likewise squeeze the variance U%: at the expense of stretching oé, or vice
versa. Such squeezing of the electromagnetic field is of considerable importance
in the context of precision quantum measurements, where it offers the promise of
achieving quantum noise reduction beyond the “standard shot noise limit,” as will
be discussed in Chap. 6.

Field Quadratures However, as a monochromatic electromagnetic field oscillates
in time, its energy is transferred between E and B each quarter period. As a result,
if we initially squeeze o, it will then spread for a quarter of a cycle, then return
to the squeezed value at the half cycle, and so on. This is in contrast to the result
for coherent states: a displaced ground state of the simple harmonic oscillator of
the correct width oscillates back and forth with unchanging width. Looking at the
mean and standard deviation of the electric field vector in the complex « plane, the
coherent state appears as in Fig. 2.4a, while a squeezed state appears as in Fig. 2.4b.

To observe the squeezing in o, we must therefore somehow select its active
quadratures from the general electromagnetic oscillation. Given a field described
by the annihilation operator a, we proceed by forming two Hermitian conjugate

(a) (b)

[|a]? + sinh? /|12

Fig. 2.4 (a) Amplitude vector of length || of a coherent state lae?) and its variance. (b)
Amplitude vector of length [|o|? + sinh? 7]!/2 and variance of a squeezed coherent state |, ¢),
that is, a coherent state |aeie) that has been squeezed by the operator S(¢) of Eq.(2.127) at an
angle ¢ with respect to the real axis. See Eq. (2.145) for a discussion of the length of its state
vector



50 2 Electromagnetic Field Quantization

quadrature operators as
j L soit o gt i
d1(</>)=§(ae +a'e™?)
N 1 . .
b)) = @ e? —af 19y (2.122)

with [c?l , c?g] = 1/2, so that the product of their variances is 051 0'52 > 1/4. These
operators would correspond to position and momentum in the case of a mechanical
oscillator.

The quadrature operators are of considerable importance in quantum optics. In
particular, they are the observables that are measured in homodyne and heterodyne
detection, two detection methods that multiply the signal to be measured with a
reference sine wave called the local oscillator and are frequently exploited for
precision field measurements near the limits imposed by quantum mechanics.
Sect. 2.4.2 will show explicitly for the specific example of balanced homodyne
detection how one can examine any quadrature of the signal by varying its phase
relative to the phase of the local oscillator. We will also see in Sect. 11.4 how these
quadratures play a central role in characterizing the noise of optical interferometers
and in establishing their standard quantum limit, that is, the minimum level of
quantum noise that is achievable under normal circumstances, and how squeezed
light permits to circumvent that limit.

Consider then for a moment a quantum state such that the expectation value of

the electric field is zero, (a) = (a¥) = (c?i) = 0. This reduces the variance 651 to

03 = @) — (@) = § [(@'a) + @d") + (@)™ + )]
I 1

1 .
=+ -(a'a) + SRe{(a%)e”?}. 2.12
4+2(a Cl>+2 ef{(a’)e”?} (2.123)

For a given set of expectation values, the minimum variance is given by the phase
¢ that yields (4%) %% + c.c. = —2[(a?)|, that is,

2

1 .
o =7+ a2, (2.124)

@) + 1@ (2.125)
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which is greater than or equal to 031. These equations satisfy the Heisenberg
uncertainty

, (2.126)

FN-

1
0y 0y = 7y 11+ 2(a%a) = 2@ 11 +2(a"a) + 21321 2

which corresponds geometrically to the equation for an ellipse. For a coherent

state |«), this gives 051 = 032 = 1/4. Squeezing occurs for the quadrature dy

if its standard deviation o4, becomes smaller than %, that is, is squeezed below the
minimum uncertainty product value for a coherent state. Again, this does not violate
the uncertainty principle, since d; then has a correspondingly increased variance.

Squeeze Operator In the present example, it is the [(a%)| term that leads to
squeezing. A way to obtain such squeezing formally is to “squeeze” the state vector
with the squeeze operator

$(g) = efa"—eTa (2.127)

which converts the circular variance of a coherent state illustrated in Fig. 2.4a into
a rotated ellipse of Fig.2.4b. That this is the case can be seen by calculating the
standard deviations oy, and oy, in the state S (¢)|a). We proceed by first evaluating
the expectation values of @, a', a2, and a2, which involve the operator products
st (;)&S‘(C) and S* (;)&TS'(;). We can express these products in terms of simple
powers of @ and a' by using the Baker—-Hausdorff operator identity

[B,[B,X]]+...+ —[B,[B,...[B, X]..0]+ ...,

n!
(2.128)

| —

eBXe P =)A(+[é,f(]+ '

2

where we take exp(—é) = § and note that §""(§) = 3‘_1(5), that is, 3‘(;) is a
unitary operator. In working with the operator S, it is convenient to write ¢ in polar
coordinates as

¢ = %re*m. (2.129)
With the relations
a,a™ =ma’™"v , (@' am=-mam", (2.130)
which can easily be proven by induction, we have that

[B,ae'?] = [¢*a® — ta'?, ae?] = ce'®a, a™) = rafe ¢, (2.131)
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where we included the factor ¢!® since it simplifies the derivation. The adjoint of
this equation is

[B,a"e ] = rae'?. (2.132)

Using these commutators repeatedly, we obtain the series

S‘T(é‘)& ei¢§(§) =4 +rat e + 3—2'& &+ g—T&T e ¢y
=ae?coshr +a' e sinhr, (2.133)
which has the adjoint
ST @)aTe™?8(c) = a'e ™ coshr + ae'® sinhr . (2.134)
The corresponding squeezed versions of the Hermitian operators d; are therefore

ST)d1 S = %al [coshr + sinhr] = dje”,
ST0)dr8(¢) = dye™ (2.135)
and likewise
ST@©)dES©@) = 5T(0)d S@)8T(©)di8(5) = de™
ST )d,28(¢) = d2e™™ . (2.136)

Hence, the unitary transformation (2.127) has indeed the effect of squeezing and
stretching the operators d; and dy, as advertised.

Squeezed Coherent States These results provide all the pieces required to calcu-
late the standard deviations oy, and oy, in the squeezed coherent state S(¢)|o). With
Egs. (2.135), we have

~ A N 1 . .

(@|ST(©)di1S(@)|) = € (aldi|a) = ~€" (@e'? +a*e ™),
2

~ A 1 . .

(@|ST(0)d2 S () le) = Eie%ae“” —a*e ), (2.137)
while the expressions in Eq. (2.136) give
N N 1 . .
(@|ST(@)dES (@) |a) = Zle (@|a%e®? + a5 + 247G + 1))

1 . .
= Zezr(a2621¢ +a*?e P L 20 + 1), (2.138)
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Combining these expressions gives the standard deviation

1
o‘dl = Eer (2139)
and similarly
1
04, = Ee_’. (2.140)

Equations (2.139) and (2.140) reveal that the squeezed state
e, ¢) = Sl = $(2) D(@)[0), (2.141)

where we have used Eq.(2.112), is a minimum uncertainty state, or squeezed
coherent state, since 04,04, = }1 independently of r and ¢.

The standard deviation of the field quadrature at the angle ¢ with respect to the
real and imaginary « axes is stretched, and that of the field quadrature at the angle
¢+ %n is squeezed. The angle ¢ is determined by the squeezing parameter ¢, and
the angle 6 that the phasor « makes with respect to its real and imaginary axes is in
general independent of ¢. The state with ¢ = 6 is called a phase squeezed state, and
the state with ¢ = 6+ %n is called an amplitude squeezed state. They are illustrated
in Fig. 2.5b, c, respectively.

(a) Xa4
.
X,
(b) Xo4
NN\
o
w
. g
nog e’ N\
@
w
(c) Xo4 V‘\
-+ il ‘

Time

Fig. 2.5 Electric field of a monochromatic light wave versus time, for (a) a coherent state, (b) a
phase squeezed state, and (c¢) amplitude squeezed state. Arbitrary units
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More generally, squeezed states exist that yield variances less than the average
minimum uncertainty for one quadrature, but whose uncertainty product exceeds
the minimum uncertainty value of ‘—1‘. It is also easily shown that both the magnitude
and the mean photon numbers of the squeezed states increase with squeezing.

Squeezed Vacuum A squeezed state of particular importance is the squeezed
vacuum

1£) =8Ol = S©)10), (2.142)
as it permits as we shall see in Sect. 11.4 to reduce the noise of interferometers
below the standard quantum limit. With Egs. (2.133) and (2.134), we find that the
mean photon number in that state is

(n) = (¢la’ale) = (0157 (©)a"8(0)§"(0)aS(¢)10) = sinh’r . (2.143)
The mean photon number in the squeezed vacuum |¢) is therefore not equal to zero,
much like the mean photon number (n) = la|2, or the coherent state, or displaced
vacuum, is larger than zero as well. Indeed, combining these two results, the mean
photon number (n) of the squeezed coherent state (2.141)
@, ¢) = $(0)D(@)[0) (2.144)
is readily found to be

(n) = |a|* + sinh*r . (2.145)

We can determine the photon statistics of the squeezed vacuum by first noting
that since S(¢)a|0) = 0, we have

$©aS"(©)8(0)10) = S©)ast(¢)lg) =0, (2.146)
so that, with Eq. (2.134) ,
acoshr +ae™?®sinhr = ua +va' =0, (2.147)

where we have introduced the short-hand notation x = coshr and v = ¢~ sinh r
for convenience. Expanding |¢) on the number states basis as

12) =) caln), (2.148)

we have, with Eq. (2.147),

(/u? + u&*) > culny =0 (2.149)
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v n
Cntl = —; o 10,,_1 . (2.150)

It follows that only even number states are populated. This is of course not
surprising, since we start from the vacuum and 3‘({) adds or subtracts excitations
to or from the field two photons at a time. Determining the probability amplitudes
com iteratively from cq and requiring that the state be properly normalized, one finds
finally

so that

S

1 ad 2n! .

Z(—l)m2n—,'e_2m¢ tanh” r|2n), (2.151)
n!

n=0

£) = +/coshr

with corresponding photon statistics

_ 2m!  tanh®" r
©22m(m!)2 coshr

Pamt1 = |2m 4+ 112))? =0, (2.152)

Pam = 12m[¢)|?

as illustrated in Fig. 2.6.

Two-Mode Squeezing Instead of considering a single mode of the electromagnetic
field, one can also extend these considerations to multimode fields and, in particular,
to two-mode fields, in which case squeezed uncertainties can be achieved in
the combined quadratures of the two modes. The rwo-mode squeeze operator is
defined as

$5(0) = efaia—c sz (2.153)

Fig. 2.6 Photon statistics of 03
the squeezed vacuum state
1£) = §(£)10) with ]
r = 1.8185 and mean photon (n) =0
number (n) = sinh?r =9,
illustrating that p, = 0 for n
odd. Compare to Fig. 2.3

Pn
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where &l.T and d;, i = 1,2, are the creation and annihilation operators of the
two modes. (Note that since field modes are fully characterized not just by their
frequency but also by their wave vector and polarization, the two modes could have
the same frequency, w1 = w,.) With

¢ =reA?, (2.154)

we find, see Problem 2.12, that the corresponding two-mode squeezed vacuum sate
|[TMSV) is

o0

~ 1 .
ITMSV) = 5()(0.0) = —— > (e *?tanhr)"|n.n) . (2.155)
coshr

Importantly, when tracing over one of the modes, say mode 1, we find, see
Problem 2.13, that the remaining mode is left in a thermal state

Tr |[TMSVY(TMSV| =

o0
tanh?" (r)|n3) (n2| 2.156
— r; (r)|n2) (na (2.156)

with mean photon number (n,) = sinh? r

We will encounter two-mode squeezing again in the discussion of optomechanics
of Chap.11. In particular, Sect.11.3.1 will show explicitly that the two-mode
squeeze operator permlts to squeeze the variance of the two-mode quadrature
operator X = 23/2 (ar + al +ax + az)

Squeezing by Three- and Four-Wave Mixing We conclude this section by noting
that since the squeeze operator S(¢) involves two-photon processes, it resembles the

evolution operator exp(—iHt/h) associated with effective two-photon Hamiltonians
of the form

(a) (b)

1o o 1s

ground level

ground level

Fig. 2.7 Schematic of (a) three-wave mixing and (b) four-wave mixing, with one, respectively,
two pump photons at frequency w;, being converted into a signal photon at frequency wy and an
idler photon at frequency w;. In many cases, the pump field(s) can be treated classically, with
amplitude Epump(wp). The dotted lines indicate the virtual levels involved in the wave mixing
process. For far off-resonant transitions, these levels can be adiabatically eliminated, resulting in
effective Hamiltonians of the form (2.157)
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A = hogalas + haoyd) a; +ihralal —ina*aga; (2.157)

where the coupling strength A is proportional to the field amplitude Epymp(@p) or to
Egump(w p) for three- and four-wave mixing, respectively see Fig. 2.7.3 In particular,

in the degenerate case a@; = d; = a and wy; = w; = w, the Hamiltonian H reduces
to

A = hod'a —in [A&” - A*Eﬁ] , (2.158)
with an associated interaction picture evolution operator
U(t) = 54704 (2.159)

which is nothing but the squeeze operator S (¢), with ¢ = —At. This suggests that
effective two-photon interactions are indeed a good way to generate squeezing. In
the non-degenerate case w| # wj, the corresponding evolution operator becomes
the two-mode squeeze operator

U(t) = §,(0) = faia—¢"ar (2.160)

2.4 Photodetection and Correlation Functions

Chapter 6 will discuss quantum measurements in detail, but at this point, we
can already consider a practical aspect of this problem that is central to the
characterization of optical fields. Specifically, the question that we now address is to
determine what property or properties of the field can be inferred from two types of
measurements: the detection of the field by absorption, which accesses its intensity,
and balanced homodyne detection, which combines the field to be characterized
with a local oscillator to access its quadratures. This discussion illustrates the central
role of field correlation functions in these measurements.

2.4.1 Detection by Absorption

We consider first a simple detector that operates by absorption [7]. This detector
could be a single two-level atom initially in its ground state |g). Its electric dipole
interaction with the field can result in the atom undergoing a transition to its excited

3For a comprehensive discussion of nonlinear optics, see, for example, the excellent text by R. W.
Boyd [6].
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le)

o=

-

light beam ~ ————&é—-— |g)

Fig. 2.8 Schematic of a detector operating by absorption. The electric dipole interaction between
an incident field and a detector atom induces a transition from its ground state |g) to its excited
state |e), and the detection consists in measuring the probability for the atom to be in that state
by state-selective ionization, whereby a free electron is emitted only if the atom is in the excited
state |e)

state |e). The detection consists in measuring the probability for the atom to be
in that state, for instance, by state-selective ionization, whereby a free electron is
emitted only if the atom is in |e), see Fig. 2.8.

A simple model for the operation of this detector is based on the observation that
the probability to absorb a photon at the position r of the detector and at time 7 is

wis o [(FIET (e, 0)]i)?, (2.161)

where E+ (r, 1) is the positive frequency component of the field and |7) and | f) are
the initial and final states of the atom—field system, respectively. Since we are not
interested in the final state of the system, just about the counting rate, we can sum
over all possible final states and find

wis g o Y WFIET @, D) = GIE™ (x, nET(xr, 1)]i), (2.162)
f

where we have used the completeness relation ) ¥ | /Y{(fl = 1. Furthermore,
although we do know that the atom starts in the ground state, we typically do
not know the initial state |i) of the field precisely. To allow for the corresponding
statistical variations, we average the rate (2.162) over |i) using the field density
operator 5 = ) ; p;li)(i|, with p; the probability to be in state |i). Inserting this
into Eq. (2.162), we obtain

w=Tr[pE- (x)ET(x)]. (2.163)
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This shows that the counting rate at the photodetector is given by the normally
ordered, first-order correlation function

GV (x1,x2) = Tr{pE~ (x)ET (x2)) (2.164)

evaluated at x; = xo, where x; = (r;, ;). Here, the qualifier normally ordered refers
to the fact that the annihilation operators appear at the right of the creation operators,
a characteristic of all measurement by absorption processes.

Correlation Functions and Field Coherence Higher order interference experi-
ments require the use of higher order correlation functions like

GGty yi ) = THAE™ () - EZ ) ET (1) - E¥ () -
(2.165)
Such correlation functions present a close formal analogy to those used in the
classical theory of coherence [8]. Pursuing this analogy, a quantum field is said
to exhibit nth-order coherence if all of its mth-order correlation functions form < n
satisfy

G (X1 . X V1o ym) = E5(x1) . EXCED) ... Evm) (2.166)

where £(x) is a complex function. One important concrete illustration is discussed
in Problem 2.1, which analyzes the famous Hanbury—Brown experiment where two
detectors are used to determine second-order correlation functions of the field.

As an example, consider a single mode of the electromagnetic field in an
eigenstate |n), i.e., with density operator o = |n){n|. From Eq.(2.166), a field
possessing second-order coherence satisfies

G (xixp, xixn) = [EGD* =16V ). (2.167)
However, directly calculating GY and GP from Eq. (2.165), we find

GV = |E, sinKz[*n? (2.168)
G® (xix1, x1x1) = |EysinKz*n(n — 1) ; (2.169)
that is, an n-photon state does not possess second-order coherence. This is in sharp
contrast with the coherent states |«), which are easily shown to satisfy the general
coherence condition (2.166) to all orders, since for all m, we have
(@la’(rna’ () ...a" @n)atm) .. .at)le)
=& xDE (x2) ... E xm)Em) ... EO) s (2.170)
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where the field amplitudes
E*(x;) = aexp(—iwt;) . (2.171)

The generalization to multimode fields is straightforward.

2.4.2 Balanced Homodyne Detection

So far, we have considered a detector that measures the field intensity. However,
there are many circumstances where one needs to gain information on other field
observables, most importantly perhaps the field quadratures dy and d of Eq. (2.122),
which are necessary for the characterization of squeezing. Such measurements may
appear challenging, as optical fields oscillate at frequencies beyond the response
time of electronic detectors. One solution is balanced homodyne detection, a
technique that exploits interferences between the field to be characterized and a
reference field called a local oscillator, which oscillates at the same frequency w—
see e.g. Ref. [9] for a detailed quantum theory of this technique. The interferences
are produced by a symmetric beam splitter, whose two output field intensities are
then differentially measured by a conventional intensity detector, see Fig.2.9.

Beam Splitter Hamiltonian To see how this works in some detail, consider first
the operation of the beam splitter, see Fig.2.10. Although in balanced homodyne
detection, the local oscillator is typically a classical field, it is useful to consider the
more general case of a beam splitter that combines two quantized field modes, a
situation that we will encounter again in quantum optomechanics in Chap. 11.

Fig. 2.9 Schematic setup of
balanced homodyne

detection. A bright coherent
beam, called local oscillator
(LO), interferes with a signal signal BS .\mirror

beam at a beam splitter (BS). — T
The difference current of the L4

two detectors is the output
signal of the homodyne

detector v v

LO
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Fig. 2.10 Schematic of a

beam splitter, with input Ea
fields E, and E}, and output
fields E;, and E, Y
r
Ea > » e Eb
L 4
Y
r
Ea

Classically, a beam splitter is a semi-transparent mirror that mixes two modes so
that the outgoing fields E;, and E, are related to the incoming fields E, and Ej, by

E,\ _(tr\(E.\ _ E,
B)-()(E)-ven(®).  em

where the complex, frequency dependent transmission and reflection coefficients ¢
and r must satisfy the unitarity conditions

e+ 12 =1,
tr*+1t*r=0. (2.173)

These equations show that if 7 is taken to be real positive, then r is purely imaginary.
They are readily satisfied with = cos(6/2) and r = iexp(ig) sin(6/2), so that
cos(6/2) ie' sin(0/2
ve.¢) =, 50 02 @174)
ie'?sin(6/2) cos(6/2)

The corresponding quantum description of the beam splitter must be such that
one recovers the classical result in the limit of strong fields. Since it entails a
linear mapping of two input modes onto two output modes, it is described by a
Hamiltonian of the form

V() = —Lhg() (&BT + h.c.) , (2.175)

see e.g. Ref. [10], where the time-dependent coupling constant g(¢) switches the
interaction of the light fields only for the short time interval r during which the
wave packets of both modes are simultaneously passing through the beam splitter.
The annihilation operators of the outgoing fields a’ and b’ are then given by

a=U0%0,pal©,¢) : =070, ¢>bU®O,¢), (2.176)
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where

i

06, ) = exp [—E/dtV(t)} — exp [—ié(¢)9/z] , (2.177)
with
G(¢) = —e%ab" +h.c. (2.178)

and 6 = f dr g(¢). Using the Baker—Hausdorff identity (2.128), Eq. (2.176) then
gives

. 0 A AP 0\ A .
a =a+5[G,a]+<5) [G,[G,a]]+-~~+<3> [G.[G.[...[G.all + -

and similarly for b'. Since [G, d] = €%h and [G, [G, a]] = 4, it follows that all
even order terms in this expansion are proportional to a and all odd order terms
to b. Using these commutation relations repeatedly much like in the derivation
of Eq.(2.135), we obtain a pair of input—output relationships that are as required
formally identical to the classical ones,

&' = cos(0/2)a + ie'? sin(0/2)b
b =ie™%sin(0/2)a + cos(6/2)b , (2.180)

with corresponding results for &’ and bt In particular, 6 = /2 corresponds to the
case of a symmetric, 50-50 beam splitter.

This result allows us to easily complete the discussion of balanced homodyne
detection. We take @ and b to be the annihilation operators of the field to be
characterized and of the local oscillator, respectively, and assume that the second
field is essentially classical as is usually the case, so that b — Epo. Remembering
that the two fields have the same frequency w, then, we have, for 6 = 7/2 and

¢ =-mn/2,

1
4
b = % (ELoel? —a) . (2.181)

In these expressions, we have also introduced a variable and externally controllable
phase ¢ between the local oscillator and the field to be characterized, as can be
achieved, for instance, with a dielectric phase shifter, thereby permitting to perform
multiple measurements of the field quadratures. Taking Epo to be real without
loss of generality, and assuming that its amplitude is high enough that its relative
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quantum noise is negligible, the difference in intensities at the two detectors is
i) d"d =6 = Ero [a0e™ +a"e] (2.182)

providing a direct measurement of the quadrature d | X a (t)e_i“’ +&T(t)ei“’. Another
choice of the phase ¢ results likewise in measurements of the quadrature d;.

2.5 Quasiprobability Distributions

In many problems, it is useful to describe the state of the field in terms of coherent
states, rather than with photon number states. This presents some difficulties,
however, since the coherent states are not orthogonal and are overcomplete, as we
have seen. On the other hand, this overcompleteness also allows us to obtain a useful
diagonal expansion of the density operator in terms of complex matrix elements
P(x). This representation can be interpreted as a quasiprobability distribution
function, whose dynamics can, under appropriate conditions, be expressed in the
form of a Fokker—Planck equation with applications in a number of problems in
quantum optics. A number of other quasiprobability distribution descriptions of the
electromagnetic field can also be introduced, see e.g. Ref. [11], including the Wigner
function W («) and the Husimi Q-function Q(oz).4

The P(«) representation is defined in terms of the expansion of the field density
operator 0 in coherent states as [2, 12]

b= /dzaP(a)|a)(a| , (2.183)

where dzg = dRe(w)dIm(x). In terms of P(«), the expectation value of an
operator A is therefore

(A) = Te(pA) = ) (nl / o P (@) o) (o] Aln)
= fdzaP(a)Z<a|A|n><n|a>

= /dzap(a)(a|A|a> =fd2aP(a)A(a), (2.184)

4The reason why these representations are called quasiprobability functions is that they are not in
general positive definite.
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where A(a) = (oz|A|a). Provided that the operator Ais expressed in normal order,
a frequent occurrence in quantum optics, this leads to simple calculations involving
only complex numbers. This is easily seen by considering the expectation value
of the normally ordered operator (a™a™) = Tr[a™a™p]. With the definition
of (2.183), this gives readily

—

atmamy = /dzaP(a)Tr [&T”am|a><a|] :/dzaP(a)Tr [&m|a><a|&T"]
= / daP(a)a*a™ . (2.185)

The P(«) distribution can be expressed as the Fourier transform of the normally
ordered characteristic function

Cn(A) = Tr(p ' ey | (2.186)

where the subscript N stands for “normal order” and X is a complex number, a
formulation that is oftentimes convenient for its evaluation. Substituting Eq. (2.183)
into Eq. (2.186) gives readily

Cn) = Ytnl [ Ea Pela)iaie® e
- Z/dza P(a)(nle ™ o) (] |n)

= / o P(a) (2.187)

which shows that Cx (L) is the Fourier transform of P(«). Hence, P («) is likewise
the Fourier transform of Cy (1),

1 * *
P@) = — / d2re®* "N (L) . (2.188)
T

Other Characteristic Functions In addition to Cy (1), one can also introduce the
antinormally ordered and symmetrically ordered characteristic functions

Ca(h) = Tr(pe > ") (2.189)
and

Cs(h) = Tr(p M’ —+'@) (2.190)
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From the Baker—Hausdorff relation (2.111), it is easily shown that
Cn() = Cs(W)e 72 = 400’ . (2.191)

The difference in operator ordering of the characteristic functions C 4 (1) and Cg(A)
as compared to Cy (A) hints at the fact that they are associated with quasidistribution
functions adapted to the evaluation of antinormally ordered, respectively symmetri-
cally ordered operators.

Husimi Q-Function Much like P(«) and Cy(X) are Fourier transforms of each
other, a similar relation relates the antinormally ordered characteristic function
C4(A) to a probability distribution function Q (), the Husimi function, via

Cat) = = / Po falp eI @) = & [ o (@le* p e )
4 bs
= /dz(x Q(a)em*—x*a ’ (2.192)
where
Qo) = <a|p|a> (2.193)

and we have used Eq. (2.114). Note that Q () is positive, Q(«) > 0, since p is a
positive operator, hence, a true probability distribution function. The inverse Fourier
transform of Eq. (2.192) gives also

0(@) = - / A e T CL (1) (2.194)

The proof that Q(«) is the appropriate distribution to evaluate antinormally ordered
correlation functions follows readily from the series of equalities

@ma™my = Tr [,32/"&”] = - Z(€|/d2aﬁ&m|a)(a|&m|€)
4

1 1
—Z/dza(aw)(mma)a*"am = —/d2a<a|ﬁ|a>a*nam
T T

L

/ d’a Q(a)a*" o™ (2.195)

5Symmetric ordering is an ordering of annihilation and creation operators that is the average of all
different products of these operators. For instance, the symmetrically ordered expression for afa
is {afa} = L(a%a +aa'), and for a*a?, itis {a*a?} = L@'a® + aa'a + a%ah).
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Wigner Distribution Finally, the Wigner distribution W(«) is defined as the
Fourier transform of the symmetric characteristic function Cg(}),

1 A A
Cs(h) = ~ / Pa(alp )
T
with

1 * *
W(a) = — dre™ " Cg (M)

-1 / PaTr [ pH@ =D @0 [ B2 (2.196)
T

The Wigner function, first introduced by E. Wigner in 1932 [13], has a long history
and plays a central role in many areas of physics, in particular, in providing a
description of quantum mechanics in phase space and in investigating the quantum
to classical transition. It is usually defined for mixed states characterized density
operator 0 as

! > Yis Y\ o—ipy/h
Wiq, p) = T dy(q+§|plq— 5)6 , (2.197)
—00

where g and p are the position and conjugate momentum and (g|y¥) = ¥ (gq). As
shown in Problem 2.9, this definition is equivalent to the form (2.196), which is

perhaps more frequently used in quantum optics.
An important property of the Wigner function is that its marginals

/de(q,p)=(q|/3Iq> and [dqW(q,p)=(p|ﬁ|p) (2.198)

give the x and p probability distributions. For a pure state, this yields readily

qu W(g, p) = v (p)* ; /dp W(g, p) =l (@*. (2.199)

With Egs. (2.18) and (2.19) and the definitions (2.122) of the field quadratures, it is
not surprising that the Wigner function can be used to obtain averages of symmetric
functions of annihilation and creation operators,

({a™ams) = / PaW(@a* o™ (2.200)

and, in particular, of correlation functions of the quadratures c?l and 522. The formal
correspondence between the forms (2.196) and (2.197) of the Wigner function is
further discussed in detail in Ref. [14].
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Summarizing, then, the normally ordered distribution P(«), antinormally
ordered Husimi distribution Q(«), and symmetrically ordered Wigner distribution,
W («) distributions are given by

1 * *
Pla)=— / d?re®* N ()
T

2

Q((X) — L/dz)\eax*—a*)‘.cA()\') ,
W) = % / 2re® o) . (2.201)

These expressions permit, for example, to express the Wigner distribution and Q-
function in terms of the P distribution as

W() = ;/dzﬁP(ﬁ) exp(=2|B8 — a/?) (2.202)
and
1
Ox) = ;/dZﬂP(ﬁ)exp(—m —a)). (2.203)

This shows that both the Husimi Q-function and the Wigner distribution are
convolutions of Gaussians with the P-function. Note however that the Q-function is
convoluted with a Gaussian of width +/2 times larger than is the case for the Wigner
function. As a consequence, the Q-function is positive definite, as can also be seen
directly from its definition, while P(«) and W () are not. This non-positivity is
illustrated in Fig.2.11, which shows the Wigner functions of the ground state |0)

10) 1) |4)

Fig. 2.11 Wigner function W(q, p) for the number states [n = 0), [n = 1), and |n = 4),
illustrating its non-positivity. Here, g and p are given by o« = /w/2hq +1/+/2hwp, and the ranges
of p and g are [—3, 3], and [—5, 5] for the last three cases. The horizontal plane corresponds in all
cases to W(g, p) = 0. (See Problem 2.10 for the expression of the Wigner function of the Fock
state |n))
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Fig. 2.12 Experimentally measured Wigner functions represented in 3D and 2D: (a) coherent state
with (n) = 2.5 and (b) |n = 3) Fock state. (From Ref. [15])

and the excited states |1) and |5) of the simple harmonic oscillator, and in Fig. 2.12,
which shows the experimental reconstruction of Wigner functions for a coherent
state with (n) = 2.5 photons and the number state [n = 3). Because the coherent
state |o) is a displaced vacuum state, its Wigner function is identical to the Wigner
function of the state [n = 0), itself a coherent state, simply displaced in the {q, p}
phase space by «.

Example: P(«) Function of a Thermal Field As an illustration of the evaluation
of a P(«) distribution, we consider the thermal field described by the density
operator (2.85). Its quasidistribution P () is best obtained by considering first the
QO () distribution

Q@) =(1—e™) ) e (aln)(n|a)

= (1 —e %) exp[—|a|*(1 —e )], (2.204)

where x = hw/kpT. Inverting Eq. (2.93) for the average photon number (n), we
find 1 —e™ = 1/({n) + 1), which gives

Qo) = expl—lal’/((n) + D] . (2.205)

(n)+1

From this result, we can readily obtain P («) since from a two-dimensional Fourier
transform of Eq. (2.203), we have

FIQ(a)] = FIP ()] Flexp —|a|*],
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and hence

FIQ(a)]

PP =F ' —— .
®) Flexp(—laP)]

This gives, after carrying out the integrals,

P(a) = exp[—|a|*/(n)] . (2.206)

1
7 (n)

It is interesting to note that in the classical limit of large mean photon numbers,
the expressions for Q(«) and P(«) approach each other. This is because in that
limit distinctions depending on the ordering of operators vanish. This point is
discussed further in R. J. Glauber’s Les Houches Lectures [16], while a more
detailed discussion of quasiprobability distributions and their use in quantum optics
is presented in the text by D. F. Walls and G. Milburn [17].

The probability of finding n photons in a single-mode thermal field is given
by the photon statistics p,, of Eq.(2.85). This exponentially decaying distribution
contrasts with the Poisson distribution characteristic of a coherent state. The
difference between Q (o) and P («) for the two cases is even more striking, since for
thermal light P («) is given by a Gaussian distribution, as we have seen, while for the
coherent state ), it is given by the §-function § (@ —«). From this and Egs. (2.202)
and (2.203), we immediately find that both the Wigner and the Q-distribution for a
coherent state are Gaussian.

While one might be tempted to interpret P(«) as the probability of finding
the field in the coherent state |«), this is not correct in general, because P ()
and likewise W («) are not positive definite and hence cannot be interpreted as
probabilities. Sometimes, fields described by a positive P(«) and/or W(x) are
referred to as “classical fields.” This is however somewhat misleading and does
not mean that these fields have vanishing quantum mechanical uncertainties. For
example, a coherent state itself is described by a positive definite Dirac delta
function P-distribution, but it has minimum, not vanishing, quantum mechanical
uncertainties.

The description of electromagnetic fields in terms of quasiprobability distribution
functions often permits to replace the quantum mechanical description of the
problem by an equivalent description in terms of c-numbers. For instance, as we
have seen in Eqgs. (2.195) and (2.185), if one is interested in computing antinormally
ordered correlation functions, one has

(&’"(&T)”) = /dza O()a™a™ . (2.207)
Similarly, for normally ordered correlation functions,

(@hmany = f o P@)a™o" . (2208)
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In particular, correlation functions can readily be computed from the appropriate
characteristic function. From the definitions of C4 (%) and Cy (1), one finds readily

8m+ncA(A’)\*) — A WGy amoral at\ny mysmatyn
W—Tr[pe ()" @'l = (=n™@"@"H"),  (2.209)

where the last equality holds for A = A* = 0. Similarly, under the same conditions,

AMTCs(h, A¥)

_ A Aat oatim —Aasny _ o 1\meatyman
(DA™ (IA*)n =Tr[pe™ (a")"e a'l=(=D"(@"H"a") . (2.210)

Problems

Problem 2.1 (Hanbury Brown and Twiss Experiment)

Recording fields with single-photon detectors as discussed in Sect.2.4.1 is just one
example of photon detection, which can be extended by the use of two or more
photodetectors. In the Hanbury Brown and Twiss experiment, a beam of light is
split into two beams that are detected by two detectors D and D, that work by
absorption and perform measurements on the same field, one at time ¢+ = 0 and the
other at time 7, see Fig.2.13.

(a) For two photodetectors at locations r; and rp, the field matrix element associ-
ated with the detection of photon coincidences will be

(FIET(e1, 1) EY(ra, 0)1i) .

signal ¢
> < >
correlator <>
)
7

variable delay

S

Fig. 2.13 Schematic of the experimental arrangement to measure the normally ordered second-
order correlation of the electric field in a Hanbury Brown and Twiss experiment
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Following the same approach as the derivation leading to the counting rate of
Eq. (2.163) shown that the total rate at which such transitions occur is [7]

wy o (B (1, ) E~(e1, 1) ET (2, ) EY (r1, 11))

that is, this arrangement measures the normally ordered second-order correla-
tion of the field

GP(ry,11),12, 1)) = (E~ (v, 1) E~(r1, 1) ET(x2, ) ET(x1,11)) .

For detectors at equivalent positions and stationary fields, this correlation func-
tion depends only on t = 1, — 11, thatis, G® — (E~(0)E~(2)Et(v) E1(0)),
or its normalized form

g(z)(‘r) — & ,

|G (0)]2
and fields with ¢®(0) > 1 are said to exhibit photon bunching and fields with
g@(0) < 1 exhibit antibunching.

(b) Show that a single-mode thermal field in a Fock state |n) exhibits antibunching,
and a thermal field rather than antibunching. What is the result for a coherent
state?

Problem 2.2 Calculate the variance of the single-mode electric field operator in the
vacuum state.

Problem 2.3 Given that a single-mode field has an average of one photon, what is
the probability of having n photons for (a) a Poisson distribution and (b) a thermal
distribution? Calculate the variance of a Poisson distribution.

Problem 2.4 Write the operator 42434 in normal order and in symmetric order.

Problem 2.5 Express the Wigner function and the Q-distribution of a single-mode
field in terms of its P («) distribution.

Problem 2.6 A photon-added coherent state is the state |o, 1) = Na'|e). Find the
normalization factor N of this state, and determine both its photon statistics and its
Wigner function.

Problem 2.7 More generally, an m-photon-added state of a single-mode field state
|¥) is the state |, m) = Npa'|y), where N, is a normalization constant.
Determine the explicit form of state |y, m) in the Fock states basis, as well as
its photon statistics for [¥) = >, c,|n). What is the probability that this state
has p < m photons? Find also the photon statistics of the photon-subtracted field

[, —m) oca™|y).
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Problem 2.8 A two-mode field is described by the density operator
p=p1®p,

with o1 =Y, paln)(nland pp = )", pm|m){m|. What are the density operators of
fields “1” an *“2”? Consider now a two-mode field described by the density operator

:6 = anm|n7m)(nam| .

n,m

What are the density operators of fields “1” and “2” in that case? Why are they not
the same as in the first case? Explain in physical terms the difference between the
two situations.

Problem 2.9 Show that the Wigner function
L P PR P
T
can be represented as

W(q,p) = L/OO dy(q + 21plg — 2)e P¥/h
’ 2w ) 2 2

by introducing the new variables ¢ and p through

o =

w i
— g+ —p.
2w T mra?

Hint: Express a and a' in terms of the position and momentum operators, and use
the facts that exp[—ixop/fi]|x) = |x+xo) and that (1/27) ffooo dx exp(iax) = é(a).

Problem 2.10 Calculate the characteristic function Cy = Tr(|n)(n| e)“ﬁe_)‘*‘i) for
a Fock state |n). Use this result to evaluate the Wigner function of that state. Hint:

n 1 ¢
Z (Z) %Xe = Ly (x),
=0 ’

where L, (x) is the nth Laguerre polynomial.
Answer:

(D" _ 2,2
Wi (g, p) = ——e @+PI L1207 + pH].
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Problem 2.11 Using the Baker—Hausdorff relation (2.111) shows that the symmet-
ric, normally ordered and antinormally ordered field characteristic functions are
related by

Cn() = Cs(We 72 = 400’ .
Problem 2.12 Find the P(«), Husimi, and Wigner distributions for (a) a coherent

state |o) and (b) a squeezed state |, ¢ ).

Problem 2.13 Show that the two-mode squeezed vacuum is

o0

~ 1 .
ITMSV) = $()[0,0) = —— > "(—e % tanh r)"|n, n) (2.211)
coshr

and that when tracing over one of the modes, say mode 1, the remaining mode is
left in the thermal state

1

Trmodel|TMSV><TMSV|= 3
cosh” r

> tanh® () n) (n] . (2.212)
n=0

with mean photon number (n;) = sinh? r.
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Chapter 3 )
The Jaynes—Cummings Model Gty

The simplest model of interaction between a quantized electromagnetic field
and an atomic system is a single-mode field interacting with a single two-
level atom. This is the exactly solvable Jaynes—Cummings model, which
describes this interaction in the rotating wave approximation (RWA). After
giving its eigenstates and eigenenergies, this chapter discusses quantum
Rabi oscillations, Cummings collapse, and quantum revivals and gives an
elementary first introduction to spontaneous emission. It then introduces the
idea of repeated measurements, a topic that will be revisited several times in
later chapters. Removing then the RWA leads us to the quantum Rabi model,
for which we outline the main steps of an exact diagonalization.

3.1 The Linchpin of Quantum Optics

The simplest situation that one can think of in the study of the interaction between a
quantized electromagnetic field and an atomic system is that of a single-mode field
interacting with a two-level atom, see Fig. 3.1. This is the Jaynes—Cummings model,
first introduced in the early 1960s by E. T. Jaynes and F. W. Cummings [1] to study
some basic aspects of laser theory. What seemed perhaps like an overly simplified
model at the time has proven to be of fundamental importance in understanding
key aspects of light-matter interaction and has become of added relevance after it
was experimentally realized, in particular with Rydberg atoms in cavity quantum
electrodynamics (cavity QED), see Chap.7, or with artificial atoms in circuit
quantum electrodynamics (cQED), as will be discussed in Sect.7.4. The Jaynes—
Cummings model is also central to many aspects of quantum information science,
where two-level atoms are given the name qubits. In addition, this model presents
the considerable advantage of being exactly solvable. As such it is an excellent entry
point to the study of quantum optics.

In the Jaynes—Cummings model, the atom and its dipole interaction with the field
are still described by the Hamiltonian (1.60), except that the positive and negative
frequency components of the field are now the operators of Eq. (2.55), and the free
field Hamiltonian must be included. Then, the rotating wave Hamiltonian of the total
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P. Meystre, Quantum Optics, Graduate Texts in Physics,
https://doi.org/10.1007/978-3-030-76183-7_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-76183-7_3&domain=pdf
https://doi.org/10.1007/978-3-030-76183-7_3

76 3 The Jaynes—Cummings Model

Fig. 3.1 Schematic of the
Jaynes—Cummings model,
with a single atom at rest

inside a single-mode optical —_—| )
resonator with perfectly =15y
reflecting mirrors 8
atom—field system becomes
~ 1 R At n 1 a PEA
H:Ehwoaz+ha) a a+§ + hg <0+a+a a_) , (3.1
where the coupling constant
dé€,
g = —5sin(Kz) (3.2)
eV

is the vacuum Rabi frequency for the cavity field mode, with V being the field
quantization volume and d the electric dipole matrix element of the transition. Here,
the sin(K z) term accounts for the longitudinal spatial dependence of the cavity field,
taken to be a standing wave mode, and we recognize d&,/egV as the “electric field
per photon”. Remember that for a running wave field mode, it is smaller by a factor
of V2, &y — Eu/ /2, see Eq. (2.74). The Hamiltonian (3.1) defines the Jaynes—
Cummings model.

Consider for now an atom located at z = m/2K so that sin(Kz) = 1, a
simplification that will be removed in later chapters when atomic motion is taken
into account. Very much like for the interaction between a classical field and a two-
level atom of Chap. 1, the Jaynes—Cummings Hamiltonian can be diagonalized in
terms of dressed states, except that we now need an infinite number of them, a result
of the infinite dimensionality of the Hilbert space of the field. This is because in
the RWA, the dipole interaction only couples pairs of states |e, n) and |g,n + 1)
of the atom—field system with the same total excitation number, so that for each of
these manifolds, the diagonalization of the Jaynes—Cummings Hamiltonian reduces
to that of the semiclassical driven two-level atom. The dressed states introduced in
a semiclassical context in Eq. (1.68) can therefore be readily generalized to a two-
level atom interacting with a single-mode quantized field where they become'

[1,n) = sinf,le, n) + cosO,|g, n + 1)

INote that the ground state |g, 0), with eigenenergy Eg = —hwg/2, is not coupled to any other
state, a consequence of the RWA.
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|2,n) = cosb,le,n) —sinb,|g,n + 1),
with

—2g/n+1

tan(26,) = A

The corresponding eigenenergies are

Ej,=hn+1/2)w+ h2,
Eyy=tn+1/2)w —hQ,,

where

1
Q, = 5,/A2 +4g%2(n+ 1)

77

(3.3)

(3.4)

(3.5)

(3.6)

is called the n-photon Rabi frequency, in analogy with the semiclassical Rabi
frequency. As we shall see in Sect. 3.2, this dependence has a profound impact on
the dynamics of the atom, leading in particular to quantum collapses and revivals,

which are an unambiguous signature of the “granular” nature of the field.

Resonant Interaction At resonance w = wy, the dressed states (3.3) become

1,n) = %[|g,n+1>+|e,n>]
2.n) = %[|g,n+1>—|e,n>] ,

with eigenenergies

Ein=hn+1/2)wo+hgv/n+1
Eyy=in+1/2)yo —hgvn+1,

3.7

(3.8)

resulting in n-dependent energy gaps AE, = 2g+/n + 1 at the avoided crossings

between dressed levels, as illustrated in Fig. 3.2.

Dispersive Limit Another limit of interest is the so-called dispersive limit, where
the field frequency is far off-resonant from the atomic transition frequency, so that

the atom—field detuning A = wg — w is such that

Al > gv/n+1

(3.9)
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hao(n+1) 4 -

- L —ILn)

ceaeened | €y}
g+ 1)

- |12,n)

holn—1) 1, , , . : .

Fig. 3.2 Dressed state energy level diagram of the Jaynes—Cummings model as a function of the
detuning A = wy — w. The gray dashed lines are the energy eigenvalues of the non-interacting
atom-field system, with the bare states |e,n) and |g,n + 1) indicated by dashed arrows. The
dressed state energies are the solid black lines, with the states corresponding to the eigenenergies
E1n and E», indicated by the solid arrows. The manifolds of states with equal total excitation
number exhibit avoided crossings with n-dependent energy gaps AE, = Ey, — Eyp =2g/n+1
occurring at resonance @ = o

for all n of interest. In this limit, the eigenenergies (3.5) reduce to

1 hg? 1
Ein=hn+1/2Qw+ -hA + M’
2 A
1 hg? 1
Eay = i1+ 1/2w — 2na — 1870+ D (3.10)
2 A
with eigenstates approaching the bare states as
I1,n) — le,n)
2,n) > |g,n+ 1) (3.1
for A > 0 and
[1,n) - |g,n+ 1)
[2,n) — le, n) (3.12)

for A < 0, see Fig.3.2. From Egs. (3.10), (3.11), and (3.12), it follows that the
dispersive limit of the Jaynes—Cummings Hamiltonian is

o, U TP i
Hic,eir = Shand +hoi'a + = [@'a + Dle)el —a'alg) el . (3.13)
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It is instructive to rewrite this Hamiltonian as

1 hg? hg?
Hjceff = Ehwoc}z + hwa'a + %&Tfi o, + %Ieﬂel

1 hg? .

~ ~hwod, + hodta + 22-4tas, (3.14)
2 A

which shows that the term
h 2
A = Ta*a (3.15)

is an intensity dependent increase, or light shift, of the transition frequency wy that
results from the elimination of the upper electronic state from the system dynamics.

The additional small term (g%/A)|e)(e|, in contrast, is a vacuum induced energy
shift of the excited level |e) present also if the field is in the vacuum state |0). It
is frequently ignored or effectively incorporated in the frequency w,, w, — w, +
g%/ A ~ w,. It is sometimes called the vacuum ac Stark shift and can also be thought
of as a single-mode remnant of the Lamb shift. Importantly, there is no similar shift
of the ground state energy. This asymmetry between the states |e) and |g) finds its
roots in spontaneous emission, an important point to which we return in Sect. 3.4.

We will revisit the dispersive regime of the Jaynes—Cummings model in Chap. 6
in the context of quantum non-demolition (QND) measurements, in particular when
describing continuous weak-field measurements in Sect.6.3.4, as well as in the
discussions of the inverse Stern—Gerlach effect and of the generation of optical
Schrddinger cats of Chap. 7.

Entangled States The dressed states (3.3) of the coupled atom—field system are an
important example of a class of quantum states called entangled states, which are
central actors in modern quantum optics and quantum information science. They
will be discussed at length in the next chapter, with their role revisited in a number of
situations throughout the book, but they are sufficiently important to already deserve
a brief introduction in the context of the Jaynes—Cummings model.

The entanglement of two (or more) quantum mechanical objects, in the present
case a single mode of the electromagnetic field and a two-level atom, describes
situations where the states of these systems exhibit quantum correlations such that
they must necessarily be described with reference to each other. One way to describe
these peculiar situations is by noting, following Schrédinger, that the best possible
knowledge of a whole system—a pure state—does not necessarily include the best
possible knowledge of its parts. It is important to realize that this lack of knowledge
is by no means due to some ignorance on the details of the interaction between the
two systems. Rather, it is a key property of quantum systems that differentiates them
fundamentally from their classical counterparts.

One can imagine situations where a two-level atom flies through a single-mode
cavity, during which time it becomes entangled with the field mode in such a
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way that the system will be described, say, by the dressed state [1,n) at the
end of the interaction. We will see in Chap.7 how cavity QED environments
permit to experimentally realize entangled states called Schrodinger cats (or perhaps
more accurately Schrodinger “kitten”) in cavity QED by exploiting the Jaynes—
Cummings interaction while at the same time reducing the decoherence resulting
from dissipation mechanisms to a remarkable level.

3.2 Quantum Rabi Oscillations

Since the dressed states are the eigenstates of the two-level atom interacting with a
single mode of the radiation field, we can use them to obtain the state vector of the
combined system as a function of time. Writing the Schrodinger equation in integral
form as

() = e Ay (0)) (3.16)

where

oo 2
W) =YY cinli,n)

n=0 j=1

is the initial state of the system, we insert the identity operator expressed in terms
of the dressed states | j, n) to find

oo 2
W) =YD exp(—iEjut/h)|j. n){j. nly(0)) . (3.17)

n=0 j=1

where Ej, is given by Eq. (3.5). We have seen in the preceding section that the
various eigenstate manifolds of the Jaynes—Cummings Hamiltonian are uncoupled.
In matrix form and in an interaction picture rotating at the frequency (n + %)Q, the
dressed state amplitude coefficients inside one such manifold read

() | exp(%iQnt) 0 n(0)
|:Cln([):| B [ 0 exp(—%iQnt)] [cln(o)] : (3.18)

In particular, for an initially excited atom interacting resonantly with the field, A =
0, we have, after returning to the bare states |e, n) and |g, n),

1¥(0)) = Z le,n) = % ;al,m — 12, 1)) (3.19)
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and
cen(t)> = cos?(gv/n+ 11), (3.20)
lcgn1(DI? = sin®(gv/n +11). (3.21)

This shows how the atom “Rabi flops” between the upper and lower levels within
each Jaynes—Cummings manifold at the resonant quantum Rabi frequency (3.6).
These oscillations have the same form as the semiclassical result (1.67), with the
semiclassical Rabi frequency replaced by its n-dependent quantum mechanical

value 2g+/n + 1.

3.3 Collapse and Revivals

The expressions (3.20) and (3.21) show explicitly that different photon number
states undergo periodic oscillations at different Rabi frequencies. This can have
important consequences, since quantum fields are not normally in a single number
state |n), but rather in a superposition or mixture of such states as we have seen.

Consider for example an initially excited atom interacting with a field initially in
a coherent state. Combining the coherent state photon number probability (2.107)
with the single-photon state result (3.20), we find that the probability p.(¢) for the
atom to be in its excited state at time ¢ is

N o 2n
Pe(t) = ;Pnlce,n(t)l2 =l Xn: % cos>(gv/n + 11). (3.22)

For a sufficiently intense field, la|> > 1, and short enough times t < |«|/g,
Problem 3.1 shows that this sum reduces approximately to

1 1 22
Pe(t) >~ 3 + 5 cos(2la|gt)e 8. (3.23)

That this is the case can be intuitively understood by noting that the range of
dominant Rabi frequencies in Eq. (3.22) is from Q = g[(n) + 0,1'/? to g[(n) —
0,12, where o, is the standard deviation of the photon distribution, and the
probability (3.22) dephases in a time #. such that

U= glin) + 0u12 — gln) — 01>~ g.

t

The collapse of the upper state population (3.23) results from the interference of
Rabi oscillations at the frequencies of the various number states involved.

Remarkably, though this collapse occurs with a Gaussian envelope that is

independent of the mean photon number (n) = la|2. Tt is called the “Cummings
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collapse” after the physicist who first predicted it [2]. It can be derived more
quantitatively from the following argument. For a large average photon number,
(n) = |a|> > 1, the atom initially oscillates roughly at a frequency close to
g+/(n) + 1. However, the dispersion in Rabi frequencies due to the distribution of
photon numbers rapidly changes this behavior. For the Poisson distribution p(n)
characteristic of a coherent state, the variance-to-mean ratio is crn2 /(n)? ~1/(n), so
that for large (n), we can expand the square root in Eq. (3.22) as

n+1t¢w\/@[l+w]t
2(n)

Carrying the sum over n in the limit gt < (n) reduces it then to Eq. (3.23). For
longer times, the system exhibits a series of “revivals” and “collapses” discussed
in detail by J. H. Eberly et al. [3]. Because the photon numbers n are discrete, the
n-dependent Rabi oscillations rephase in the revival time

ty ~4wa/g = 4 (n) 1.

as illustrated in Fig. 3.3.

l.
AR & L)
8-
P.(1) :
6
4-
2
0 5 10 15 20 25 30

!

Fig. 3.3 Collapse and revivals in the interaction of a quantized single-mode field initially in a
coherent state with |«|2 = 12 with an atom initially in its excited state |e). The small insert shows
the long-time dynamics of the upper state population for the same mean photon number ||? = 12.
Time in units of the inverse vacuum Rabi frequency g
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The Cummings collapse is an important illustration of the fact that contrary to a
frequently held belief, it is not in general correct to approximate strong quantized
fields by their classical counterpart [4]. However, the revival property is a more
unambiguous signature of quantum electrodynamics than the collapse: any spread
in field strengths will dephase Rabi oscillations, but the revivals are entirely due
to the “grainy” nature of the field, so that the atomic evolution is determined by
the individual field quanta. The recurring long-time revivals are shown in the small
insert of the figure. They are never complete and get broader and broader, eventually
overlapping and resulting in a quasi-random time evolution. The Jaynes—Cummings
model thus exhibits fascinating nontrivial quantum features, despite its conceptual
simplicity. These effects have been observed experimentally in various cavity QED
experiments, see e.g. Refs. [5-7]

It may appear rather surprising that while the coherent state is the most classical
state allowed by the Heisenberg uncertainty principle, it leads to a result quali-
tatively different from the classical Rabi flopping formula (1.67). In contrast, the
very quantum mechanical number state |n) has a nice, if superficial, semiclassical
correspondence. This is because the Jayne-Cummings Hamiltonian eigenstates
consist of an infinite number of uncoupled manifolds {|e, n), |g,n + 1)}, each
of the same form as their classical counterpart (1.68). This property, combined
with the fact that the number state and the classical field share the property of a
definite intensity, results in the absence of the interferences leading to the Cummings
collapse. The indeterminacy in the field phase fundamentally associated with the
number state by the Heisenberg principle (but not with the classical field) is not
important for Rabi flopping since the atom and field maintain a precise relative
phase in the absence of decay processes. In contrast, the coherent state field features
a minimum uncertainty phase and associated minimum uncertainty intensity, and it
is this latter uncertainty that causes the atom—field relative phase to “diffuse.”

3.4 Single-Mode Spontaneous Emission

One intriguing difference between the semiclassical and fully quantum Rabi
flopping problems is that in the quantum case (3.20), an initially excited atom Rabi
flops even in the absence of any applied field, that is, even for the vacuum state
[n = 0). Mathematically, this is because the quantum Rabi-flopping frequency is
Q, = 2g+/n+ 1, and hence Q¢ = 2g for the vacuum state |n = 0), while the
semiclassical expression is 2, = dEg/i = 0 for Eg = 0.

More physically, the reason why a (single-mode) quantized electric field in the
vacuum state can drive an excited atom to oscillate between its excited state |e¢) and
ground state |g) is a direct consequence of its form (2.53)

EGz 1)=&y a+a")sinKz.
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With a|0) = 0 and a'|0) = |1), we have that while its expectation value in the
vacuum state is

(01E(z, 1|0) =0, (3.24)
the expectation value of its intensity does not vanish,
(01E2(z, 1)|0) = £5(01(@ +a")?|0) = €7 . (3.25)

It is these vacuum fluctuations of the field that are responsible for driving the atom
down from its excited state. These same fluctuations are also responsible for the
vacuum frequency shift g2/ A of the excited atomic level |e) that we encountered in
the discussion of the dispersive Jaynes—Cummings Hamiltonian (3.15).

One may wonder, then, why it is not possible to likewise drive the atom from its
ground state |g) to |e) with a vacuum field |0), as is readily seen from Eq. (3.21)
for the initial state |g, 0). This can be understood by recalling the discussion of
photodetection of Sect. 2.4, where we found that the probability (2.162) to excite an
atom is given by the normally ordered correlation function of the field (replacing i
by g to match the notation to the situation at hand)

Wese < (| E~(r, 1) ET(r, 1)]e) . (3.26)

Conversely, it is easily shown that the probability to emit a photon from the excited
state is given by the antinormally ordered correlation function

Wesg o (| EX(xr, ) E~(r,1)le), (3.27)

that is, absorption is driven by normally ordered field correlations and emission by
antinormally ordered ones. The expectation value of the first ones is equal to zero,
for a vacuum field (0]a’a|0) = 0, but not the second one, (0|aa’|0) = 1. This is
why atoms can undergo spontaneous emission, but not spontaneous absorption.

In the single-mode model considered here, spontaneous emission is followed
by the reabsorption of the photon, resulting in periodic oscillations of the atomic
population at the vacuum Rabi frequency 2g. This is not the situation encountered
under usual circumstances, in which case once the photon is emitted, it escapes into
free space, with no chance of return to the atom to be reabsorbed. This difference
results from the fact that free space situations are not adequately described by
a single-mode model. They require, instead, a description of the electromagnetic
field as a “reservoir” with a continuum of modes, as will be discussed in Chap. 5.
Single-mode systems, and more generally systems with tailored densities of field
modes, can however be experimentally realized in cavity QED and circuit QED
environments, the topic of Chap. 7.
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3.5 Repeated Field Measurements

We saw in Sect. 2.4 how a detector operating by absorption measures the normally
ordered field correlation function (E (r, t)E+(r t)). In many cases, one is inter-
ested in monitoring the evolution of a system as a function of time, and this requires
performing a sequence of measurements on that system. A simple extension of the
Jaynes—Cummings model provides an example of a model system that can achieve
this goal.

We consider an idealized detection scheme where a stream of two-level atoms is
used as probes to learn about the dynamics of a single-mode field. The atoms enter
the field one at a time in their excited state |e¢) and interact with it for a time 7.
Information on the field is then extracted from the measurement of the final state of
the successive atoms after their exit from the interaction region. Despite the fact that
it is a caricature of a realistic measurement protocol, this model already teaches us
important lessons on the back action of quantum measurements, and illustrates the
care that must be exercised in performing them and understanding their impact on
the observed system. It may therefore prove useful in preparation for the quantum
trajectories method of Sect. 5.4.1, and the issues that it raises will be expanded upon
in much detail in Chap. 6.

Assuming for simplicity that the field is diagonal in the energy eigenstates {|n)},
as the ith atom enters the field at time #;, the state of the system is

p(ti) = le)(el an(ti)|”><”|» (3.28)

where p,(#;) is the field photon statistics at ti.AThe atom-field interaction is
described by the Jaynes—Cummings Hamiltonian H of Eq. (3.1), so that the field
density operator at the end of its interaction with the atom is

prtt +7) = Traom [0 @p@0 @] | (3.29)

where 0(1) = exp(—iﬁt/h). It follows directly from Eqgs. (3.20) and (3.21) that
the field photon statistics at that time is therefore

pu(ti + 1) = (n|pst; + T)ln)
= pu—1(t) sin®(gv/n + 17) + pu(t;) cos*(g/n 7). (3.30)

However, a measurement of the state of the atom changes this result. Specifically,
the field density operator will then be projected to

pr = Truom 19051005 07 ()] (3.31)
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where |s) = |e) or |g) for an atom measured to be in its excited or ground state,
respectively, with corresponding photon statistics

Ple(ti + ) = N, pu(ti) cos*(gv/n +171), (3.32)
Pulg(ti + 7) = Ny pu_1(t;) sin®(g/n 1), (3.33)

where N, and N, are normalization constants. Ignoring field dissipation during the
intervals between probe atoms, one or the other of these photon statistics, depending
on the result of the measurement, will become the field initial condition at the time
t;+1 when the next atom starts interacting with it.

A numerical simulation of this measurement sequence proceeds by choosing the
initial photon statistics p,(#1) and interaction time t. This permits to compute the
probability

Pt + 1) = Trlle) (el ()] = Y pu(tr) cos*(gv/n + 17) (3.34)

n=0

to measure the first atom in the excited state at time #; + v. A random number
generator then returns a uniform deviate between 0 and 1, and the atom is said to
have been measured in the excited state |e) if 0 < » < p,, and in the ground state
otherwise. This results in an updated field density operator o (#; + 7), with photon
statistics given by either Eq. (3.32) or (3.33), that will be the initial condition for the
next atom.

Figure 3.4 shows selected results from two typical sequences of 12 measurements
each, for a field initially in a thermal state with mean photon number (n) = 20.

Atom | p. Result | # o’ Atom | p. |Result | @ o’
1 0.467 lg) 19.5 | 21.9 1 0.467 3] 21 7l 18T,
2 0.240 lg) 20.1 | 21.6 2 0.728 e) 22.4 |17.7
3 0.185| |g) | 21.2| 20.9 3 0.820 le) 22.8 [17.2
4 0.179 lg) 23.0 | 20.0 4 0.867 le) 23.1 |16.9
5 |0193| |g) | 255 | 18.7 5 | 089 | |e) | 23.2 |16.7
6 | 0211 |[g) | 290 16.9 6 |0914 | |e) | 233 |166
7 |0223| |g) | 25.4| 145 7 | 0927 | |e) | 23.3 |16.6
8 0.218 lg) 38.0 | 12.0 8 0.937 lg) 24.0 |16.4
9 0.196 |e) 25.4 | 16.9 9 0.832 le) 24.0 |16.4
10 0.450 lg) 326 | 14.1 10 0.858 le) 23.8 [16.5
11 | 0.423 lg) 40.2 | 10.2 11 | 0.875 e) 23.6 |16.5
12 | 0.367 |e) 32.3 | 134 12 | 0.887 lg) 26.1 |15.4

Fig. 3.4 The left and right tables show extracts from the records of two typical numerical
experiments. For each of the successive probe atoms, p, is the probability to be in the excited
state at the end of its interaction with the field, “Result” is the outcome of the measurement of
the atomic state, and 71 and o' are the updated mean photon number (n) and variance of the field
following that measurement outcome. (From Ref. [8])
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This table illustrates important features of repeated measurement sequences. First
of all, measuring an exiting atom in its excited state |e) does not mean that nothing
happened to the field and that the mean photon number (n) is conserved. Rather, its
photon statistics is reshuffled according to Eq. (3.32). This implies in particular that
the mean photon number is changed, since

D npat) # Ne Y n pu(ti) cos™(g/n + 1 tin) - (3.35)

n

Likewise, measuring the exiting atom in its ground state does not mean that the
mean photon number has increased by one.

These results are not surprising: before the measurement, the mean photon
number (n) is known only within its variance o2, and not conserving it if the
state of the atom is the same before and after the interaction does not violate any
conservation law. It is only for a number state, p, = §(n—m), at the time of injection
of the ith atom, that the conservation of (n) is guaranteed if the atom is measured in
its excited state at the end of the interaction. The successive measurements also tend
to reduce o2, although this is not always the case, and consistently with the previous
comment, as o2 is reduced, one reaches a regime of much better conservation of
energy.

The main message of this section is that quantum mechanics permits the
simulation of typical realizations of measurement sequences on a single quantum
system and that these measurements typically change the state of the system
in significant ways. The changes in photon statistics and mean photon number
observed in our specific measurement scheme are an example of measurement back
action, a fundamental feature of quantum measurements to which we will return at
length in Chap. 6.

3.6 The Quantum Rabi Model

We mentioned that it is usually inconsistent to describe an atom as a two-state
system, thereby ignoring all other levels that may be coupled by the optical
field, while not performing the rotating wave approximation at the same time.
This is based on the simple fact that “a theory is only as good as its weakest
element.” However “usually” does not mean “always,” and experimental advances,
in particular in circuit QED, have resulted in situations where the dipole coupling
constant g can be large enough that this statement needs to be reconsidered. There
are indeed cases where it is necessary to go beyond the Jaynes—Cummings model
and consider its more general version, the quantum Rabi model. This is an extension
of the model originally developed by E. Rabi for the case of classical fields [9, 10]
and characterized by the Hamiltonian

~ 1 R e A
H= EthUz + hw <aTa + %) + hgoy (a + aT> , (3.36)
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which is the Jaynes—Cummings Hamiltonian, extended to include the counter-
rotating terms in the dipole interaction. It reduces to the Jaynes—Cummings model
in the limit g, A < w, wy.

Due to the mathematical difficulties associated with the inclusion of the counter-
rotating terms, the Rabi Hamiltonian has been mostly analyzed either numerically
or by approximate methods appropriate for the particular situations and sets of
parameters at hand. More specifically, in addition to the atom-field interaction,
which is characterized by the vacuum Rabi frequency g, experiments always include
dissipation mechanisms as well. The most important ones in quantum optics are
typically spontaneous emission and cavity losses, which are characterized by decay
rates y and k, respectively, as will be discussed in Chap.7. The strong coupling
regime of the Rabi model is usually defined as that regime where g > «, y, the
ultrastrong coupling regime by g > /10, wo/10, and the deep strong coupling
regime by g > w, wy.

It is beyond the scope of this section to cover all aspects of the Rabi model and
the various situations in which it is being applied, see, for instance, Refs. [11-15]
for more details. Indeed, such a review might merit its own monograph. Instead, we
concentrate here on just one recent development, the discovery of an exact solution
to this model [16]. While its analytical form is not particularly transparent, it is of
sufficient importance to merit our attention. In the following, we outline the main
steps of its derivation, using the Bogoliubov transformation approach of Ref. [17].

Bogoliubov Diagonalization To reflect the role of the two-level atom in the Rabi
model, we proceed by expressing its eigenstates |y) as the two-component wave
functions

_ (i
[Y) = (W) . (3.37)

Inserting this form in the time-independent Schrodinger equation H vy = E|Y),
then, gives

@0 pata i o), =
h(2+a)aa)w1+hg(a+a>¢2—Elﬁ1,
@0 At s 54at
h<—7+wa a) v + g (a+a )xm — Ev, (3.38)
or, with ¢; = V| + ¥ and ¢ = Y| — VY2,

7(91) = wa'a+ga+a’) wo/2 (P
" (¢2) ="' ( /2 wa'a — g(a + ;ﬁ)) =E <¢2> . (3.39)
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We now introduce the Bogoliubov transformation®
A=a+glo ; Al=d"+g/0, (3.40)

in terms of which the Hamiltonian H becomes

. ATA — o2
A —p(®AA-g&/le /2 . ), (3.41)
wo/2  ATA —2g(A+ A" +3¢%/w

as well as the trial form of the eigenstates of H

b1\ _ = ,<€n|nA)) 3.42
(%) 2V o) G4

Here, the states |n4) are the “extended coherent states™

e¢]

(AT
= 04), 3.43
Ina) n§:0: e 10.4) (3.43)

and |04) is the displaced vacuum state |0) of the field mode,
04) = e &/ =Dy (3.44)

which we recognize with Eq. (2.112), the coherent state | — g/w). The diagonal-
ization of H' amounts to determining the expansion coefficients e, and f, and
the associated eigenenergies E,. Substituting Eq. (3.42) into Eq. (3.39) with the
form (3.41) of H' and multiplying by the state (m4 | yield readily [17]

- @0/2 (3.45)
en__na)—gz/w—E/hfn ’
and
(nw +3g%/w — E/R) fu — 28 + 1) fas1 — 28fu—1 = woen - (3.46)

2Bogoliubov transformations are linear, canonical transformations of creation and annihilation
operators of the general form

A=ua+vit+w ; AT =uwrat +vva +w*.

Fgr Ehe transformation to be canonical, it must preserve the bosonic commutation relation,
[A, AT] = 1, resulting in the condition |u|?>—|v|?> = 1 or u = exp (i6;) cosh 7, v = exp (i62) sinh r.
3Importantly, the states |n4) should not be confused with the familiar Fock states |n) of the field
mode, despite the similar notation.
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This expression can be expressed as the recursion relation

77f77 = Q@ - l)fn—l - fn—Z, (3.47)
with
Q) = - (new + 32/ — E/h — /4 (3.48)
"= 2g neo+3g7/w / nw—g2/w—E/h ]’ '

and one can choose fop = 1 and f; = ©(0), up to the normalization of the state.

However, we are not yet quite done and still need to determine the eigenenergies
E. This is achieved by repeating the same procedure with a second Bogoliubov
transformation

B=a—g/o ; B =d"—g/o (3.49)

and requiring that the resulting form of the eigenstates be the same as given by
Eq. (3.42). As we now show, this additional requirement will provide us with a final
equation that will yield the eigenenergies E.

In terms of the transformation (3.49), the Hamiltonian (3.39) becomes

R BT B B+ BT 2
H,:h(wB B+2g(B+ BN +3g8% /w0  wp/2 ) ’ (3.50)

wp/2 B'B — g% /w
and following the same procedure as before, we introduce the eigenstate

¢>1):°° ,(fn’mB)) 351
(¢g 2 gy ) G20

n=0

This leads now to

& = o — gcz(/)ioz— E/h S (3:52)
and

nfp=Qm—=0f_1— f1_s. (3.53)
again with fo = 1 and f; = Q(0) and an overall normalization of the state.

Requiring that the eigenstates resulting from the two Bogoliubov transformations
represent the same physical state, we must have

<¢1) =r (¢§) , (3.54)
¢2 ¢2
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and multiplying these equations by (0| gives
o o0 o o
(Zeng") (Z e;g”> - (Z fng”> (Z f,:g”) =0. (3.55)
n=0 n=0 n=0 n=0

Since f, and f,, satisfy the same recurrence relation, it follows that f, = f, and

e, = e,,. With Eq. (3.45), this equation reduces simply to G+ G_ = 0, where

Gy= i JARE: he/2 o (3.56)
ot E+hg?/w— nho

Therefore, the full energy spectrum of the Rabi model is given by the zeros of the
two functions G+ and G _, indicative of the existence of two distinct manifolds of
eigenfunctions and eigenenergies.

Energy Spectrum Figure 3.5 shows G (x) as functions of x = (E + g2/w)/h.
Their zeros give the eigenenergy spectrum of the system, which is shown in Fig. 3.6.
It consists, as just mentioned, of two manifolds, one of them associated with G
and the other with G_. We observe that G and G_ also exhibit simple poles at
x =0, w, 2w, ... These poles correspond to special values of g, wg, and w such that

x=(E+g*/w)/h=0,1,2,... (3.57)

Ref. [16] calls the associated energies E; = h(nw— g2 /w) the exceptional spectrum.

N W A
T

G.(x)

I
—
o
—

Fig. 3.5 Functions G (x) (red lines) and G_(x) (blue lines) as a function of the variable x/w,
where x = (E 4 g2/w)/h. The zeros of these functions for the regular eigenenergy spectrum of the
system. The poles at locations x = nw,n = 0, 1,2, ..., give the so-called exceptional spectrum.
(From Ref. [16])
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Fig. 3.6 Eigenenergy spectrum of the Rabi model for wgp = 0.8 and 0 < g < 0.8, in units of w.
The eigenenergy spectrum consists of two intersecting ladders of levels, each corresponding to a
different parity subspace, the G = 0 (red) and G_ = 0 (blue) subspaces. Within each subspace,
the states are labeled with ascending numbers, shown on the right-hand side of the figure. This
labeling does not change with g because no lines intersect within spaces of fixed parity. On the left
side of the graph, the states for g = 0 are labeled in the gray box by the bare states |e, n) and |g, n)
of the atom—field system. (Figure adapted from Ref. [16])

Figure 3.6 shows the two manifolds of the Rabi spectrum as functions of g.
Importantly, there are no level crossings within each subspace of levels, allowing
their unique labeling with two quantum numbers + and n = 0,1, ... For g —
0, pairs of levels within alternating manifolds converge to pairs of bare states
{le, n), |g,n + 1)}, with

|—,n) > le,n) ; |—,n+1)—>lg,n+1), nodd,
|+,n) — le,n) ; |+,n+1)—>|g,n+1), neven. (3.58)

For g « 1, the eigenstates of the Rabi Hamiltonian converge therefore as should be
expected to the Jaynes—Cummings dressed states.

Conserved Quantities The reason why the dressed eigenstates of the Jaynes—
Cummings model form an infinite set of manifolds {|1, n), |2, n)} is that in the
rotating wave approximation the bare levels are only coupled pairwise, |e, n) <
lg, n + 1). Mathematically, this is due to the fact that the operator C = a'a +6,.6_
commutes with the Jaynes—Cummings Hamiltonian. However, this is no longer
the case for the quantum Rabi Hamiltonian. As pointed out in Ref. [16], there is
however another conserved quantity in that case in addition to energy; this is the
parity operator

M=—6,(-1)74, (3.59)
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see Problem 3.7. It is this symmetry that leads to a decomposition of the state space
of the Rabi Hamiltonian into two subspaces of infinite dimension.

Problems

Problem 3.1 Following the steps outlined after Eq. (3.23), show that for large
enough (n) and times gt < (n), the probability for an atom driven by a coherent
state o) to be in its excited state p,(¢) at time ¢ undergoes a Cummings collapse in
a time that is independent of (n) and with

Pe(t) = 5 + 5 cos(2lalgr) exp(—g°r?).

Problem 3.2 Consider a two-photon Jaynes—Cummings model described by the
Hamiltonian

A = Lhwos, + ho (a*a + %) +hg (6ra%+a%6.). (3.60)

(a) Find the eigenstates and eigenenergies of this system.

(b) For afield initially in a coherent state and an initially excited atom, find and plot
the probability p.(¢) for the atom still to be in that state at time . Compare and
discuss the differences between that solution and the single-photon transition
case of Sect. 3.3.

Problem 3.3 Considering the two-photon Jaynes—Cummings model of Prob-
lem 3.2

(a) find and plot the probability p,.(f) for the atom to be in its excited state as a
function of time for the initial state | (0) = |e, ), where |&) is a coherent state
with |e|? = 10.

(b) Find and plot also the resulting photon statistics p, (¢) as a function of time.

Problem 3.4 Consider now the dispersive limit of the Jaynes—Cummings Hamilto-
nian

1 N At A hgz At A At A
Hic eff = zha)oaz + howd'a + A~ [(aTa + Dle){e] —a alg)(gl] .

It is possible to approximate it as

1 R At A th At A
Hic.efr  Sheod: + hod'a + —a'atledel = 1g)(gl -
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Carry out this approximation and discuss what is involved in this step in physical
terms. When is it justified, and what condition(s) must be satisfied to make this
approximation acceptable?

Problem 3.5 In the dispersive Jaynes—Cummings model of Problem 3.4, find and
plot the probability p.(z) for the atom to be in its excited state as a function of
time for the initial state | (0) = |e, a), where |a) is a coherent state with |a|> =
10, Aiwp/ A = 0.02wp. Find and plot also the resulting photon statistics p,(¢) as a
function of time. Evaluate also (n)(#), and explain this result.

Problem 3.6 Considering the resonant Rabi Hamiltonian

~ wo AT A AT
H ha)(Toz—l—aa + hoy(a+a'),

determine under which condition(s), the counterrotating terms of the interaction can
be treated as a small perturbation. To lowest order in the corrections due to the no-
rotating terms of the interaction, evaluate then the probability p,(¢) for the atom
to be in its upper state for an atom initially in the ground state and a field (a) in a
coherent state and (b) in its ground state.

Problem 3.7 (a) Show that the operator C = a'a + 6,.6_ commutes with the
Jaynes—Cummings Hamiltonian (3.1) and (b) show also that the parity operator

1= —&Z(—l)am commutes with the Rabi Hamiltonian (3.36).

Problem 3.8 Consider a field with initial photon statistics p,, and coupled for a
time t with an atom initially in its excited state |e) by the Jaynes—Cummings
Hamiltonian.

(a) Find the atom—field density operator at the end of the interaction.

(b) Assuming now that the atom is measured to be in its excited state |e) after the
interaction, determine the resulting field density operator, and do the same for a
measurement finding the atom in the ground state |g).

(c) Considering the two explicit cases of Poisson photon statistics and of a thermal
field with initial mean photon number (n) = 9, plot the initial and final photon
statistics of the field, and find the change in mean photon number following
these measurements.

(d) Determine also the change in von Neumann entropy of the field following these
measurements.

Problem 3.9 Carry out the derivation of Egs. (3.55) and (3.56).
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Chapter 4 ®)
Composite Systems and Entanglement Qe

Besides wave—particle duality the most puzzling aspect of quantum systems
is arguably quantum entanglement, whereby the state of a subsystem of a
composite quantum system cannot be described independently of the state
of its other subsystem(s). Following a discussion of the EPR paradox, we
introduce formally the concepts of entanglement, maximum entanglement,
and monogamy of entanglement. We then turn to Bell’s inequalities and
summarize their most recent experimental tests. This is followed by a
discussion of the no-cloning theorem and of two important applications of
quantum entanglement: quantum teleportation and quantum key distribution.

In contrast to their classical counterparts, quantum systems present a number of
counter-intuitive features: they can exist in a superposition of several states and can
exhibit either wave-like or particle-like behavior, depending on the circumstances.
But most puzzling perhaps is quantum entanglement, whereby the state of subsys-
tems of a composite quantum system cannot be described independently of the state
of the others. Perhaps the most famous consequence of quantum entanglement is the
“spooky action at a distance” discussed by Einstein, Podolsky, and Rosen in their
famous paper [1] that concluded (erroneously)! that quantum mechanics does not
give a complete description of reality. This chapter gives an introduction to some of
the central aspects of quantum entanglement, concentrating largely on two-particle
entanglement.

After a brief summary of the Einstein—Podolsky—Rosen (EPR) paradox, whose
extraordinary merit is to point out a fundamental implication of quantum entan-
glement and forces one to confront the profound difference between the classical
and quantum worlds, we introduce some central aspects of entanglement, including
entanglement entropy and entanglement monogamy. We then turn to the Bell’s

!Attaching the qualifier “erroneous” to that paper, while technically correct, is profoundly
misleading: few papers in physics have had as much impact in advancing our understanding of
nature and of the quantum world. I suspect that many of us wish we would be capable of writing
such an “erroneous” paper.
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inequalities and summarize their most recent experimental tests. This is followed
by a discussion of two important applications of quantum entanglement, quantum
teleportation and quantum cryptography, a discussion that will also lead us to
introduce the no-cloning theorem central to these applications. This chapter deals
almost exclusively with two-level systems, or qubits, in pure states, as they are of
particular relevance for applications in quantum information. Mixed states will then
take center stage in Chaps. 5 and 6.

4.1 The EPR Paradox

In a famous 1935 paper titled “Can Quantum-Mechanical Description of Physical
Reality be Considered Complete?” A. Einstein, B. Podolsky, and N. Rosen puzzled
on the implications of quantum entanglement and the associated “spooky action at
a distance” and argued that the description of physical reality provided by quantum
mechanics is incomplete as it failed to account for the existence of “elements of
reality.” It took several decades to finally put this argument to rest, following a series
of increasingly sophisticated experimental tests that quantum mechanics passed
with flying colors. But the importance of the EPR paper cannot be overstated: not
only does the resolution of the EPR paradox have fundamental implications for
the interpretation of quantum mechanics, but the deeper understanding of quantum
entanglement resulting from its resolution also paves the way to remarkable new
developments, most notably perhaps in quantum information science and quantum
metrology.

We begin by briefly reviewing the EPR argument, in the slightly modified form
put forward by D. Bohm. Consider a source in which pairs of identical spin-
1/2 particles are produced, say, by the photodissociation of a diatomic molecule
prepared in the singlet state S = 0. Upon emerging from the source, the two particles
fly toward two space-like separated Stern—Gerlach magnets acting as analyzers and
detectors. Long after the particles are emitted, an observer orients the first magnet
so as to measure the spin component S, = a- Sy of particle 1 along a. For a spin-1/2
particle, the result of this measurement is £/ /2. Because the total spin of the system
is zero, we then know for sure that the spin of the second particle along that same
direction is 7 /2.

At this point, EPR introduce the concept of reality: “If, without in any way
disturbing a system we can predict with certainty (i.e. with probability equal to
unity) the value of a physical quantity, then there is an element of physical reality
corresponding to this quantity.”” EPR further require that “every element of the
physical reality must have a counterpart in the physical theory.”

According to this criterion, we can attribute an element of physical reality to the
spin component S,. However, the observer could just as well have chosen to set the
detector 1 in direction a’, thus measuring the spin component Sy of the first particle.
In that way, he would have inferred, without in any way disturbing particle “2,”
its spin component Sy . It follows that there is also an element of physical reality



4.2 Quantum Entanglement 99

attached to Sy. But in quantum mechanics the Pauli’s uncertainty principle states
that one cannot predict precise values for non-commuting observables. Thus, as
stated by Einstein in a letter to Max Born, “...one must consider the description
given by quantum mechanics as an incomplete and indirect description of reality,
destined to be later replaced by an exhaustive and direct description...”

The EPR argument was refuted by many of the founders of quantum mechanics,
but for many years, it seemed that no experiment was able to determine which was
the correct attitude. The situation has now changed drastically, due largely to the
seminal contributions of J. S. Bell. A fascinating collection of his contributions to
that topic can be found in Ref. [2].

4.2 Quantum Entanglement

Roy Glauber, the father of Quantum Optics, was fond of saying that “paradoxes
are cleverly stated incorrect statements.” The EPR paradox results from the fact
that it implicitly treats the photodissociation products, in the example of the
previous section, as consisting of two separate particles. But this is not correct:
the dissociation products still comprise a single quantum system, albeit with the
property of possibly being strongly delocalized. That this is the case can be seen
by considering its von Neumann entropy S, which we already encountered when
discussing thermal states of the electromagnetic field, see Eq. (2.77).

The von Neumann entropy S, like the Gibbs entropy in the classical world,
has an important interpretation in terms of information content: basically, it
characterizes the missing information about the system. If computed in a log 2
basis, this information is measured in bits. Pure states have zero entropy, as follows
immediately from the fact that their density operator is idempotent, 5> = p, and
hence S = —Tr[plog, p] = 0.2 There is no missing information in a pure state.
At the other extreme, in a Hilbert space of dimension d the entropy can be at most
Smax = logd bits. This happens for a maximally mixed state, where all eigenstates
|m) of the system are equally probable so that its density operator is proportional to
the identity operator,

Pmm = (1/d)1 . 4.1)

For a two-state system, the maximally mixed state is characterized precisely by one
bit (log,2) of missing information.

2We now use the expression of § that omits Boltzmann’s constant, as is traditionally done in the
context of quantum information. For notational simplicity we omit the subscript 2 in the following
when no ambiguity is possible. That is, “log” implies a log 2 basis, while ‘In’ is reserved for natural
logarithms.
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Fig. 4.1 Schematic representation of the dissociation process. (a) State of the system after the
dissociation process, with the curved line indicating that the two dissociation partners still form a
unique quantum system, in a pure state and with zero von Neumann entropy, rather than individual

particles. (b) Maximally mixed state resulting from “cutting the cord” and considering the particles
separately, with a loss of log 2 in information as compared with the pure state of (a)
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Consider then again the photodissociation experiment. After the molecule disso-
ciates, the state of the system is

1
V) = 7 Ol b2+ 1l Ml (4.2)

where | 1)1 stands for spin up for the left-propagating component of the dissociation
product, with corresponding notations for the other kets. This is clearly a pure
state, and hence, its entropy is equal to zero, that is, it contains the maximum
possible information about the system, see Fig.4.1a. But then look at just one of
its components, say component 1. This is achieved by tracing over component 2,
resulting in the reduced density operator

pr=Tooy)Wl=0/ [ thth+ 1A ], (4.3)

This is no longer a pure state, but rather the maximally mixed state (4.1). Its von
Neumann entropy is exactly one bit, S = log2, indicating that the subsystem is
in a state of maximum missing information, as illustrated in Fig. 4.1b. Together, the
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two subsystems contain all possible information about the system, but separately
they contain none. That is, they form an inseparable whole, not individual particles.
This property, which is at the heart of quantum entanglement, is a fundamental
aspect of quantum mechanics with no equivalent in the classical world. As we shall
see, it is the essential ingredient for a number of emerging applications of quantum
mechanics, in particular in quantum cryptography and quantum information science
more generally, as well as in quantum metrology.

4.2.1 Schmidt Decomposition and Maximum Entanglement

Entangled pure states are profoundly different from separable states, which for
bipartite systems composed of two subsystems A and B take the general form

[V)ap =1¥)a® [¥)B . (4.4)

As such they are a subset of the most general pure states

W)as =Y _cijli)a®1j)s (4.5)

i,j

where {|i)}4 and {|j)}p are complete sets of basis states for these subsystems. One
powerful method to determine whether a bipartite state is separable is the Schmidt
decomposition theorem, which states that any pure state of a bipartite system can be
expressed as

min(da.dp)

Wag)= Y hilu)a®lvi)s, (4.6)

i=1

where A; are the so-called Schmidt coefficients, with Zi A; = 1, and the Schmidt
vectors {|ui) 4}, {|vi)}p form basis sets of the subsystems A and B of dimensions
d4 and dp, respectively. That this is the case can be shown by first expressing the
matrix of coefficients C = (c;;) in terms of its singular value decomposition® as

C =) axlur)alvls, (4.7)
k

3Remember that the singular value decomposition of an (m x n) real or complex matrix M is a
factorization of the form M = UX'V*, where U is an (m x m) real or complex unitary matrix, V is
an (n x n) real or complex unitary matrix, and X is an (m x n) rectangular diagonal matrix with
non-negative real numbers on the diagonal. If M is real, then U and VT = V* are real orthogonal
matrices. The diagonal entries X;; of ¥ are called the singular values of M, and the number of
non-zero singular values is the rank of M. The columns of U and of V are called the left-singular
(ket) vectors and right-singular (bra) vectors of M, respectively.
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where «y are the singular values of C, and the singular kets |ug)4 and |vg)p are
basis sets for the subsystems A and B, respectively.
Substituting then ¢;; = (i|C|j) into Eq. (4.5) gives

W) as =Y > axlilu)li)a ® (el )l (4.8)
i.j k

or, with 3, [i)(i| = 3_; 1) (il =1,

W)ag =) axlur)a ® [v)p- (4.9)

k

Since the singular values oy can in general be complex, the last step consists in
introducing their amplitudes Ay = |ok| and absorbing the remaining phase factors
exp(—igy) into |ug), lug) — |ux exp(—igy)), completing the proof of the Schmidt
decomposition (4.6).

The coefficients A; are called Schmidt coefficients, and the Schmidt rank of
the state |{)ap is the number of non-zero coefficients in the Schmidt decompo-
sition (4.6). If only one such coefficient is needed, the state is simply |[Y)ap =
lux)alvi) g and hence is separable. A pure state is entangled if and only if its
Schmidt rank is larger than one. The maximum Schmidt rank of a system is the
dimension of the Hilbert space of the smallest of its subsystems, min(da, dp). A
pure state with this Schmidt rank is maximally entangled. For spin—% subsystems,
this rank is 2.

Entanglement Entropy The entropy of one of the subsystems of a bipartite
system is called its entanglement entropy. It follows directly from the Schmidt
decomposition of the state |y)4p that the reduced density operators of the two
subsystems are

min(da,dp) min(d4,dp)
pa= > Muwl i pe= Y. Au)il, (4.10)

i=1 i=1

from which it follows that their entanglement entropies are equal,
Sa=Sg=— 2} log (x%) . 4.11)
i

Since for a separable state only one Schmidt coefficient is different from zero, A =
1, we have that S4 = Sp = 0 in that case. An important consequence of this result
is that for bipartite pure states the von Neumann entropy of the reduced states is
a well-defined measure of entanglement since it is equal to zero if and only if the
system is in a product state.
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4.2.2 Monogamy of Entanglement

The quantum mechanical violation of Bell’s inequalities, the topic of Sect. 4.3, will
show quantitatively how bipartite entangled states can exhibit stronger correlations
than any correlations that can be generated classically. Importantly, though, these
correlations cannot be extended to or be shared with a third party. This property,
called monogamy of entanglement, is in contrast with the situation in classical
physics, where a joint probability distribution that is shared between two members
A and B of a bipartite system can in principle also be shared with a third party C, in
the sense that the marginal distributions on A and B are the same as those on A and
C. It forms the basis for the secure quantum key distribution that will be discussed
in Sect. 4.4.

Specifically, consider a system of three qubits A, B, and C and suppose that
the subsystems A and B share an entangled state with the most general Schmidt
representation”

[¥)ap = 2010, 0)a + 2111, D) as. (4.12)

The question that we wish to answer is whether it is possible to find a tripartite state
|Y) aBc such that its reduced density operators on A and B, and on A and C, both
yield a state of the form (4.12). A natural choice would be the state

V) aBc = A0l0,0,0)apc + A1l1, 1, 1) apc, (4.13)

which appears to provide the same correlations between A and B as between A and
C. From the corresponding density matrix papc = |¥){¥|apc we find readily

pap = Tic papc = [10[*(0,0)(0. 0lag + (211, 1)(1, 1]az .
pac = Trg papc = 1%0/*10,0)(0,0lac + M PIL D(L Lac,  (4.14)
that is, both density operators are mixtures of tensor products of states of the two

subsystems involved. If the density operator of a system comprised two subsystems
A and B can be cast in the form

paB = Z DiPAi ® PBi s (4.15)

1

with )", p; = 1, then the state of the system is said to be separable, with p;
interpreted as the probability for the system to be in the state p4; ® pp.;. The

“4Here and in the rest of the book, we omit the tensor product symbol ® when no ambiguity is
possible, as this lightens the notation significantly. For instance, the state [1)4 ® |1)p will then
be written simply |1)4|1) g, or even more compactly |1, 1) 45, with or without comma, whenever
possible.
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reduced density operators (4.14) describe therefore separable mixed states, with
probabilities |0/ and |A|? to be in the uncorrelated product states |0, 0)(0, 0| and
[1, 1)(1, 1] of the subsystems AB and AC.

The fact that partial traces should produce the mixed states (4.14) rather than
pure states is due to the fact that they erase the correlations, and hence the
information, associated with the entanglement between the party that is traced
over and the other two parties. As a result they do produce the same classical
correlations between the two subsystems that are kept, whether they are AB, AC,
or BC, but no quantum entanglement remains. Entanglement monogamy refers
to this impossibility to share the same entanglement between three parties: if a
bipartite system is maximally entangled, then it is unentangled from everything else.
Importantly, though, entanglement can be partly shared between three parties, so
that if A is only party entangled with B, then it can also share some entanglement
with C, an aspect of entanglement monogamy to which we now turn.

Coffman, Kundu, and Wooters Inequality Distributing entanglement between
several parties is a topic of considerable importance in quantum information
processing and the object of ongoing research. A detailed discussion of this complex
topic is beyond the scope of this book, and we limit our discussion again to the
relatively simple but important case of the sharing of entanglement between three
qubits in a pure state. V. Coffman and coworkers [3] showed that in this case the
trade-off in the amount of entanglement that can be shared between these three
parties can be quantified through an entanglement measure called the concurrence.”

Consider first the parties A and B and the associated pair of qubits, characterized
by a density operator 04 g expressed on the basis {|00), |01), |10}, |11)}. We proceed
by introducing the spin-flipped density operator

:5AB = (&y & 6y)ﬁ:3(6y Q &y) s 4.16)

where the asterisk stands for the complex conjugate of the density matrix elements
on that basis, and the 6, are the Pauli operators

5 — 0 —i

o
acting on the states of the two subsystems. Since density operators are positive
operators, p4p must have real non-negative eigenvalues, and therefore so does p4p,

as well their product pap pap. Calling A; the square roots of the four eigenvalues of
0OAB PaB, the concurrence of pap is defined in terms of these eigenvalues arranged

5The concept of concurrence was originally introduced by W. Wooters [4] to quantify the resources
required to create a given entangled state, the so-called entanglement of formation.
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in decreasing order as
Cap = max{A; — Ap — A3 — Aq, 0}. “4.17)

For a system in a pure state Problem 4.2 shows that C4 5 reduces to

Cap =2V det(ﬁA) (4.18)
with pg = Trppap. It is also easily verified that we then have C4p = 1 for a
completely entangled state and C4p = O for an unentangled state.

With this property of the concurrence of pure states at hand, the question that we
wish to address is the following: given a general pure state |) of three qubits A, B,
and C, what is the relationship between the concurrences of the subsystems A and
B and of the subsystems A and C?

Problem 4.3 demonstrates that the density operator p4p of a system of 2 qubits
in a pure state has at most two non-zero eigenvalues, and hence so does pap.
Equation (4.17) gives then

Cip = —22)? =23 443 —2h1h2

= Tr(pappap) — 2h1r2 < Tr(pappaB), (4.19)

so that, after carrying out the same argument for parties A and C we have
Cap +Cic < Tr(Pappag) + Tr(pachac) - (4.20)
To interpret the right-hand side of this inequality we first expand it explicitly for
a general three-qubit pure state |{) = Zijk cijkli, j, k) with i, j,k € {0, 1}.

Problem 4.4 shows that after some algebra this permits to re-express its two terms
as

Tr(6aBpap) = 2[det(pa) + det(pp) — det(pc)],
Tr(bacpac) = 2[det(pa) + det(pc) — det(op)], 4.21)

so that Eq. (4.20) reduces to
Cip +Cio < 4det(pa). (4.22)

We now turn to the subsystem BC and observe that any general pure state |) of
the tripartite system can be expressed as |Y) = |0)al|a)pc + |1)alB8) Bc, With

@) =Y cojeli ke i 1BYBe =Y cijkli Ksc

ik Jk
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This means that even though the state space of BC is four-dimensional, only two
of those dimensions are necessary to express the state of the full system ABC, a
consequence of the facts that A is a single qubit and the state of the whole system
is pure. The subsystem BC can therefore be thought of as an effective qubit, and
the full system ABC can be decomposed into the subsystems A and BC, each
composed of one qubit, one of them real and the other effective. With Eq. (4.18),
it is then possible to interpret 2,/det(04) as the concurrence of the A(BC) system,

CA(BC) =2 det(,éA) . 4.23)

When substituted into Eq. (4.22), this result yields finally the Coffman, Kundu, and
Wooters monogamy inequality

Cip+Cic < Ci(BC) : (4.24)

This shows that if the qubit A possesses a certain amount of entanglement with the
subsystem BC, then the entanglement that it shares individually with the subsystems
B and C cannot be larger than that entanglement. Whatever entanglement is shared,
say, with B is not available to be shared with C.

The extension of this discussion to the case of mixed states is beyond the scope
of this brief introduction. It is complicated in particular by the fact that the system
BC can no longer be considered as an effective qubit, as discussed in Ref. [3].
Reference [5] also proves the important result that the bipartite entanglement in
multipartite states of qubits satisfies a Coffman, Kundu, and Wooters inequality
as well. Because of the importance for quantum cryptography and quantum
information science of understanding the trade-offs involved in the amount of
quantum entanglement that can be shared between multiple parties, this remains
a very active topic of research, in particular when considering its generalization to
higher dimensions.

4.3 Bell’s Inequalities

Armed with our understanding of basic aspects of quantum entanglement we now
return to the EPR paradox and discuss its profound and ground-breaking extension,
published by John Bell in a 1964 paper titled “On the Einstein Podolsky Rosen
Paradox” [6]. The fundamental importance of that work is that it moved the EPR
argumentation to a point where it became experimentally and quantitatively testable.
How? By allowing for the EPR analyzers 1 and 2 to be set at different angles a and
b, rather than at the same angle a, and measuring the joint probabilities of obtaining
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a given outcome, say +/,/2 for the spin components S,, and S, of the two particles.®
Bell showed that correlation experiments of this type permit to distinguish between
the predictions of quantum mechanics and those of a class of theories called “local
realistic hidden variable theories” of nature. What hides behind this term is what
would be broadly considered to be the fundamental ingredients of any “reasonable”
theory of nature. Hopefully this will become more clear as we go along.

To see how this works more concretely, consider again an experimental arrange-
ment where a source emits two correlated particles “1” and “2.” This could be for
instance a diatomic molecule dissociating into two atoms, a pair of photons emitted
in a three-level cascade, or a number of other possible situations. Two detectors
measure then some property of these particles for settings a and b of the analyzers.

Let us denote by p(a) and p,(b) the probabilities of detecting particle 1, resp.
particle 2, for these settings. If we had a complete theory at hand, these probabilities
would depend on all parameters {A} describing the emission process in the source.
But in the absence of such a theory, we have no way to know, or measure, or even
guess what these parameters might be. They are hidden, out of our control—hence
the “hidden variables” theory. What we detect in a series of experiments is some
average over them,

(@) = / Do) pr(a, 1) 425)

where dX is a (unknown) measure over the space of hidden variables and p(}) is
some weight function. (For simplicity we write X instead of {1}.) Similarly,

p2(b) = / dip(A) p2(b, 4) . (4.26)

Suppose now that we could actually control the hidden parameters {A} and know
their value precisely. We could then ask the joint probability pia(a, b, A) of
detecting both particles for detector settings a and b. If the detectors are space-
like separated, and their settings chosen long after the particles have been emitted
from the source, the result at one detector should be unaffected by the result at the
setting of the other. This is the principle of locality: no influence of any kind can
travel faster than the speed of light. Thus the counting rates at detectors 1 and 2
must be uncorrelated,

p12(a, b, 1) = pi(a, ) p2(b, 1) . (4.27)

SWe did learn in the previous section that in the quantum context we should avoid using the word
“particles” to describe the two subsystems. But since the Bell argument is not or at least not yet
about quantum physics at this point we will continue to use it for now.
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However, this does not imply that the joint probability actually measured is
uncorrelated. Integrating over the hidden variables, we have

pi2(a,b) = /dkp(?»)m(a,)\)m(b, A). (4.28)

The weight function p (1), which contains all information about the hidden variables
in the source, leads in general to a non-factorizable joint probability distribution
p12(a, b)—these are correlations through a common cause.

A simple theorem [7] states that for any four numbers 0 < x,x’,y,y’ < 1 we
have

—1l<xy—xy +x'y+x'y —x' -y <0. (4.29)

Noting that probabilities lie between 0 and 1, and choosing two possible directions
a and a’, respectively b and b’ for the analyzers 1 and 2, we have therefore

—1 < pi(a, M)pa(b, 1) — pi(a, M) pa(b', &) + pi(a’, A) pa(b, 1)
+p1 (Cl/, )”)PZ(b/, )") - pl(a/v )") - p2(b’ )") S O 5 (430)

or, with Eq. (4.28),

- 1 E P]Z(aa b5 A') - plz(a5 b/5 )") + P]Z(a/7 ba )\')
+p1a(a’, b',2) — pi@@’, x) — p2(b, 1) < 0. (4.31)

Integrating this last equation over the hidden variables yields then

— /d)»,ﬂ(?») < piaa,b) — pia(a, b’) + p1a(d’, b)
+pi2@a’, b’y — pi(a’) — pa(b) < 0. (4.32)

The left-hand side of this double inequality is equal to —1 if f dip(A) = 1, but we
actually do not need it. Keeping the right-hand side only yields

p2(a, b) = pua(a, b) + pia(d’, b) + p1a(d’, b') — pi(@) — pa(b) <0,  (4.33)

which is a form of Bell’s inequalities due to J. F. Clauser and M. A. Horne.

Another form of Bell’s inequalities, due to J. F. Clauser, M. A. Horne, A.
Shimony, and R. A. Holt [8], results from a similar argument but holds when there
are only two possible outcomes for the various measurements, call them 4 and | .
We proceed by introducing the correlation function

E(a,b) = p(t, 1 la.b)—p(1, { la,b)—p(l. 1 la.D)+p(. | la,b), (4.34)
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where p(1, 1 la, b) is the probability of getting the outcome (4, 1) for detector
settings a and b. With Eq. (4.28) E(a, b) can be expressed, again with the help of
Eq. (4.28), as

E@.b) = [ Gp0api(h lapat 10,30~ [ GpGapiCh lapas 1b.3)
—/dkp(k)pl(i la, ) p2 (1 |b, A) +/dkp(k)p1(¢ la, \)p2({ |b, A)
= /dkp()») [p1 (1 la, 2) — pi( la, V][ p2(1 b, 2) — p2() 1D, M)]
= /dkp(k)A(a,)»)B(b, A, (4.35)
where A and B stand for the first and second square brackets. It follows that
E(a,b) £ E(a,b) = fd,\p(x)fi(a,,\) [B(b,)) £ B, V)] . (4.36)

Since the p;’s are probabilities, we have that 0 < p; < 1, and

|A(a,A)| and |B(a,1)| <1 4.37)
so that
|E(a,b) + E(a,b)| < /dxp(mé(b, A £ B, V). (4.38)
Likewise we also have
|E@@’,b) F E(d',b)| < /d)\p(k)lé(b, N F B M), (4.39)
and, with Eq. (4.37),
|B(b, )+ B(b', 1)+ |B(b,») F B, M| <2, (4.40)

giving finally the Clauser—Horne—Shimony—Holt inequality

|E(a,b) £ E(a,b)| + |E@,b) F E@,b) <2. (4.41)

Aspect Experiments Bell’s inequalities have now been tested in a number of
situations. One momentous early series of experiments was performed by A. Aspect
et al. [9]. Instead of spins, as in the Bohm version of the EPR paradox, the system
they used consisted of pairs of entangled photons emitted in a radiative atomic
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Fig. 4.2 Schematic of an experimental setup used to test Bell’s inequalities with photon pairs.
A source of pairs of entangled photons sent to space-like separated 2-channel polarizers that are
independently set at random by two people, call them Alice and Bob, long after the photons have
left the source, and the resulting signals are collected at (a) coincidence monitor
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Fig. 4.3 Energy levels of the calcium atom, showing the two-photon pumping scheme (grey
arrows) and the two photons at frequencies v; and v, correlated in polarization emitted by the
atom during its decay back to the ground state (green and blue arrows)

cascade in Calcium, as sketched in Fig.4.2, whereby the 4p> !Sq level populated
by two-photon excitation decays back to the 4s> 1Sq state over the 4sdp'P; level,
emitting two photons at wavelengths of about A; ~ 551 nm and A, ~ 423 nm, see
Fig.4.3. Because the change in angular momentum in the transition is ] = 0 —
J =1 — J = 0, no net angular momentum is carried by the pair of photons. For
emitted photons counter-propagating in the +z directions, the state of polarization
of the total system must therefore be of the form

1

I1ﬂ>=\/E

UMl D2+ 1 =)l =2l (4.42)
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where | 1) represents the polarization of a photon along the x-axis and | —) along
the y-axis, and the subscript i labels the photon of wavelength A;.

Quantum Mechanical Predictions The quantum mechanical prediction for the
measurement of photon pair polarizations is easily derived. The single probabilities
Pi(a) and P+ (b) of getting the results & for the photon at wavelength A;,i =
1,2, are of course equal to 1/2, and Problem 4.5 shows that the joint detection
probabilities are

Pii(a,b) = P—_(a,b) = 5 cos*(a, b),

Py _(a,b) =P_y(a,b) = %Sinz(a, b), (4.43)
so that the correlation function (4.34) becomes

E(a,b) = Pyi(a,b)+ P__(a,b) — Py_(a,b) = P_y(a,b) =cos2(a,b).
(4.44)

Problem 4.5 also shows that the Clauser—Horne—Shimony—Holt combination of
correlation functions (4.41), for instance

S =|E(a,b) — E(a,b")| + |E(@',b) + E(d’, D] (4.45)

reaches a maximum of 2+/2 for (a, b) = (b, a’) = (a’, b') = 7/8, thereby strongly
violating this form of Bell’s inequality.

Eliminating the Loopholes The early experimental results of A. Aspect and
coworkers, for angles of 22.5° between the polarizers a and b, b and a’, and a’
and b, and an angle of 67.5° between the polarizers a and b’ used to analyze the
correlations between the emitted photons, demonstrated an excellent agreement with
quantum mechanics, with |E(a, b) + E(a,b’)| + |E(d’,b) F E(@’,b')| ~ 2.7, a
definite violation of Bell’s inequality (4.41), see Fig.4.4. As such they confirmed
to a high degree of confidence the incompatibility between quantum mechanics and
local realistic hidden variable theories. Subsequent experiments further improved
very significantly on these early results.

Despite their remarkable success, the original Bell tests suffered however from
three loopholes, referred to as the “locality,” “fair sampling,” and “free will”
loopholes. These offered a potential “escape route” to local realistic hidden variable
theories.

The “locality” loophole raises the possibility that a local realistic theory might
rely on some type of signal sent from one entangled particle to its partner, perhaps in
the form of a signal containing information about the specific measurement carried
out on the first particle. In the Aspect experiments, that loophole was closed by a fast
random setting of the two polarizers, while the pairs of photons, separated by a large
distance, were in flight between the source and the detectors. Photons traveling in
different directions could then be measured in a space-like separated configuration.
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Fig. 44 S(9) = cos(a, b) — cos(a, b’) + cos(a’, b) + cos(a’,b’) for 0 = (a,b) = (b,d) =
(a’,b") = (a,b’)/3 as a function of 6. The indicated experimental errors are +2 standard
deviations. The solid curve is the quantum mechanical prediction for the actual experiment. For
an ideal experiment, the curve would exactly reach 2+/2, but in the original experiment by A.
Aspect and coworkers reached 2.697 £ 0.015. (From Ref. [10])

Since according to relativity no influence can travel faster than the speed of light,
this approach allowed to remove the locality loophole.

The “fair sampling” loophole took longer to close: The issue here is that detectors
do not have a unit efficiency, so that a fraction of the particles emitted by the source
will not be detected. It might therefore be argued that a subset of detected particles
would violate Bell’s inequality, although the entire ensemble can be described by a
local realistic theory. A highly efficient experimental setup is therefore necessary to
demonstrate a conclusive Bell violation without having to assume that the detected
particles represent a “fair”” sample. It can be shown that this requires detectors whose
probability of detecting a photon when its partner has been detected is higher than
2/3 [11, 12]. This was first achieved in 2013 in two optical experiments [13, 14].

While at that point the locality and fair sampling loopholes had both been indi-
vidually closed, it took another 2 years to close them simultaneously, in three series
of experiments using electron spins in one case [15] and entangled photons with
rapid setting generation, together with highly efficient superconducting detectors in
the others [16, 17], see also the viewpoint article [18] where A. Aspect comments
on these experiments.

The “free will” loophole refers to the fact that if for some reason the random
polarization selection is not really random, but correlated to other aspects of
the experiment, then the outcome of the Bell test could be affected. To close
this loophole, J. Handsteiner and coworkers [19] used the random nature of the
color changes in starlight to decide the setting of their polarization detectors. In
subsequent work M. H. Li, D. Rauch, and their respective coworkers [20, 21] carried
out experiments where the detector settings were based on real time measurements
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of the wavelength of photons emitted billions of years ago by high redshift quasars.
These experiments are also consistent with the nonlocality requirement but do
assume fair sampling. Since any influence trying to engineer the outcome of this
experiment would have had to act prior to the photons leaving their cosmic source,
this pushes back to an impressive 0.8 Gigayears the most recent time by which
any local realistic influences could have been exploited to engineer the observed
violation of Bell inequalities!

4.4 Quantum Key Distribution

4.4.1 The BB84 Protocol

Entangled states, in addition to their seminal importance in exposing the profound
differences between the classical and quantum worlds, also find remarkable appli-
cations in quantum metrology and quantum information processing. While practical
quantum computers may still be relatively far into the future, other applications
of quantum information science and technology are already being implemented.
A particularly elegant example is offered by quantum cryptography and quantum
teleportation, to which we now turn. This will allow us to also introduce another
remarkable aspect of quantum physics, the no-cloning theorem.

The central element of quantum cryptography is the distribution of secret
communication keys: the sender and receiver of coded messages (call them Alice
and Bob to follow the tradition) must share a “key” that allows Alice to encrypt the
message and Bob, but nobody else, to decrypt it. The only completely secure method
of encryption is a secret, random key that connects the plain text to the encoded text.

One way to establish such a key would be for Alice and Bob to meet and agree
upon it, or for a trusted agent to be sent from one to the other to distribute the
key. The difficulty and inefficiency of such an operation are obvious (in particular
to anybody who has read a spy novel or watched a spy movie) so more efficient
but less secure methods are generally used. Most current key distribution systems
derive their security from the use of convoluted algorithms or intractable problems, a
simple example being the factoring of two large prime numbers. Yet, as the security
of these methods relies on the assumption that the eavesdropper does not possess
the advanced techniques capable to defeat such algorithms, there is a need for key
distribution techniques that are absolutely secure, especially with the potential on
the horizon of quantum computers that open up powerful potential avenues to break
the code.

The remarkable advantage of quantum key distribution is that it offers uncon-
ditional security, rather than a security guaranteed by the limitations of current
technology. This is because it is bound only by the laws of quantum mechanics,
more specifically by the fact that quantum measurements are accompanied by an
unavoidable back action, a feature that we have already encountered at in Sect. 3.5,
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and that quantum states cannot be cloned, a property that will be discussed in some
detail in Sect. 4.4.2.

The first quantum key distribution protocol was proposed in 1984 by C. H.
Bennett and G. Brassard [22], and for that reason it is called the BB84 protocol.
In that scheme, which is easily explained in optical terms, Alice sends Bob a string
of bits coded into the polarization of individual photons, the essential point being
that the successive bits are imprinted into polarization basis states varied at random
from one bit to the next.

Assume for concreteness that the first basis is a horizontal/vertical basis @, and
the second one a left-diagonal/right-diagonal basis ®. Alice decides that in the @
basis the bit “1” would be mapped to a vertically polarized photon 4 and the bit “0”
to a horizontally polarized photon —. Similarly, in the basis ® the bit “1” would
correspond to a diagonally polarized photon at 45°, and the bit “0” to the polarized
photon at 135°. The four qubit states are then

[Y0,0) = 10),
Vie) =11),
1
= —[0)+ )],
[¥0,0) ﬁ“ )+ 11)]
1
=—1[0)— )]
Y1,0) ﬁ“ ) — 1)]

Assuming that Alice wishes to send the string (1, 0,0, 1, 1, 1, 0, 1) and chooses
at random the successive basis sets (B, ®, ®, D, ®, B, D, ®), then the polarization
of the transmitted photons will be

NN LD,

and it will be transmitted to Bob as the tensor product of n qubits

V1e) [Yo.0) Voe) Vie) Vie) [Vie) Yoe) lVie) -

Just like Alice, Bob selects at random the successive basis states of his measuring
device. Assume for concreteness that he chooses the sequence

(6.9,9,0,0,8,8,Q) .

For those bits where Alice’s and Bob’s bases are the same (bits 1, 3, 4, 6, and 8
in this example), the measured photon polarization will match exactly that of the
emitted photon (assuming noiseless transmission.) In other cases, though, Bob’s
measurement will give one or the other result at random, and the outcome will be
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something like

t="oh=1077.

Alice and Bob then communicate over an open channel their choices of polariza-
tions. Keeping only those elements of the bit sequence where their choice coincides,
bits number 1, 3, 4, 6, and 8 in our example, results in the generation of the secret
key (1,0,1,1,1).

To determine whether eavesdropping has taken place, Alice and Bob generate a
significantly longer key than actually needed and exchange the values of the bits
for a subset of the values of the key, again on an open channel. The point is that
an eavesdropper, Eve, trying to intercept the communication between Alice and
Bob has no way of knowing their choice of basis; hence, she will guess the wrong
one half the time on average. In those cases, she will therefore randomly modify
the polarization of the photon before reinjecting it in the channel, thereby spoiling
the perfect correlations that would otherwise observed by Alice and Bob in the
verification step. They will then have determined for sure that their communication
has been tempered with, and reject the key.

4.4.2 No-cloning Theorem

One might however imagine that Eve would be able to defeat the key distribution
scheme if she were in possession of advanced technology that allowed her to clone
any ancillary input state [y/;). If that were possible, she would then be able to tap the
communication channel unnoticed. However, this is forbidden by the “no cloning
theorem” [23, 24]. This key ingredient in the development of quantum cryptography
states that it is impossible to clone into a system B an arbitrary state of a system A,
that is, that there is no “cloning operator” U, that allows to achieve the cloning
operation

Ucl¥) alO)p = [¥) alv) 5 (4.46)

independently of the state |i/)4. The proof of the theorem is deceptively simple.
Assume first that the cloning operation does work for two orthogonal states |1) 4
and |¢) 4, that is, that

Ucly)alO)g = [¥)al¥) B ,
Uclp)alO) g = 1) ald) B » (4.47)
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and consider then the new state )4 = (1/ﬁ)[|1//)A + |p)al. It follows
immediately from Eq. (4.47) that

Ucl€)a10)8 = Ucl|¥) a + 1) 4l ® 10)p

1
7 U¥)alv)a+ 19)alé) sl , (4.48)

rather than the desired state |€)al€) s = (1/V2)[[¥)a + 16)al ® (1/V2)[|¥)5 +
|¢)B]. This demonstrates the impossibility to clone an arbitrary quantum state.
Hence, Eve cannot clone perfectly the state of the photon sent by Alice. Her spying
is detectable in principle at the most fundamental level of quantum mechanics.

4.4.3 Quantum Teleportation

In the discussion of the BB84 quantum key distribution scheme we considered a
situation where Alice needed to transfer a known sequence of states under her
control to Bob. A more challenging situation is encountered when the state to
transfer is unknown. The notion of transferring an object from one to another
location by teleporting it in a way that causes it to disappear at the first location and
to simultaneously reappear at the second one is familiar to Star Trek aficionados.
Teleportation of macroscopic or live objects remains science fiction today, not
least because of the massive amount of information that would be required to
be transferred. Still, at a much more modest level it is possible to exploit EPR
correlations to teleport unknown quantum states of photons and atoms, for atoms
over very short distances so far, but for photons over distances of several kilometers.
Because the so-called Bell states basis plays a prominent role in this scheme,
we proceed by first introducing it before turning to the details of the quantum
teleportation scheme.

The Bell States Basis The so-called Bell states form a basis of maximally
entangled states of a pair of qubits with eigenstates |0) and |1). These could be
two-level atoms, two orthogonal states of polarization of a single photon, states of
the artificial atoms discussed of Sect. 7.4, or a number of other systems with only
two essential states. The Bell states are defined as

1

oty = —(|0,0 1, 1), 4.49

[@7) ﬁ(l )+ 11, 1)) (4.49)
1

d7) = —(]0,0) — |1, 1)), 4.50

[@7) ﬁ(l )y —11,1)) (4.50)
1

vty = — (0, 1 1,0)), 4.51

[P ﬁ(l ) +11,0)) (4.51)
1

W) =—=(0,1) = |1,0)), (4.52)

V2
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in terms of which

0,0) = —— (&) + 7)) [0, 1) = —= (W) + [
V2 V2

|1,0>=—1 (Ut —|w7)) |1,1>=—1 (1) —|@7)). (4.53)
V2 V2

It is easily shown that these states are orthonormal. They provide a remarkably
powerful basis to describe a number of problems in quantum information science
involving bipartite systems. We have already seen the role of |®*) in demonstrations
of violations of Bell’s inequalities, see e.g. Eq. (4.42) in the summary of Aspect’s
experiments. We now show how these states are also central to the teleportation of
unknown states of a qubit between two distant parties, calling them again Alice and
Bob [25].

Teleportation of Unknown States Suppose that Alice wishes to transfer to Bob a
state of the qubit

Ve = («|0) + BI1)c (4.54)

that is unknown to her. We attach the label C to that unknown qubit for clarity in the
following argument, although it belongs to Alice. The protocol goes as follows: first,
Alice shares a maximally entangled pair of qubits with Bob, say the Bell state |®™T).
It will prove useful to label explicitly which part “belongs” to Alice and which part
to Bob, that is,

1

@) ap = ﬁ(|O>A|O>B +Dall)p) . (4.55)
In the presence of the unknown state to be teleported, the total state of the system is
W) = [¥)c |9 )ap = % [@|0)c + BIL)cll0)4l0)g + [1)all)p] . (4.56)
which with Eq. (4.53) can readily be rearranged as
V) = L (@|00)cal0)p +a|01)call)p + BI10)call)p + Bl11)call)B)

\®)

/2

[18F)ca ® (@]0) + BI1) g + 197 )ca ® («¢l0) = BI1))

1
T2
+ W) ea @ (all) + B10)) , + W )ea @ (al1) = BI0)) 5] - (4.57)

While this last step may at first sight seem innocuous, this is not the case: The
key point is that when decomposed in that way, the total state |¥) is seen to be a
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superposition of tensor products of four Bell states belonging to Alice—remember,
C belongs to Alice—times single qubit states belonging to Bob, with probability
amplitudes given by those of the unknown state, albeit not necessarily attached to
the proper qubit state |0) or |1), or with the right sign.

With this result in mind, Alice’s strategy is straightforward: she performs a
Bell state measurement of the local two-qubit system AC, resulting with equal
probabilities in one of the four Bell states of her system. The outcome instantly
projects Bob’s qubit to the corresponding state. If Alice indicates, over a classical
channel, that her result is [®7)c, Bob knows his qubit is already in the desired
state. Otherwise, he will apply the unitary transformation &, if her result is |® ™) c 4,
6y if it is [WT)cq, and i6y if it is |UT)c4. This will achieve the Bloch sphere
rotations, see Fig. 1.4, required to complete the teleportation of the unknown state,
since with Eq. (1.55) we have readily

() (D))

Importantly, at the end of the teleportation protocol Alice’s original qubit has not
remained unchanged, but rather it has become part of an entangled state. Hence,
there is no violation of the no-cloning theorem. Also, the quantum teleportation
protocol is not instantaneous since it requires the classical communication of the
outcome of Alice’s measurement, which can proceed no faster than the speed
of light. Quantum teleportation of atomic qubits was first demonstrated in two
experiments by M. Riebe et al. and M. D. Barrett et al. [26, 27].

Problems

Problem 4.1 Evaluate the spin-flipped density matrix

paB = (Gy ® 6y)pap(6y ® Gy)

for the separable state |)ap = %H) 4(1) 4+ 10))p and for the entangled state

1Y) ap = 5(111) a5 + 100) 4 ).

Problem 4.2 Show that for a system in a pure state the concurrence Caop =
max{A; — Ay — A3 — A4, 0} reduces to Cap = 2./det(04), with pg4 = Trgpap.
Evaluate it for the two examples of Problem 4.1.

Problem 4.3 Consider a bipartite system A, B consisting of a pair of qubits
described by the most general pure state |) = Zi,/ cijli, j), where {i, j} =

{0, 1}. Show that the associated density operators p4p and p4p have at most two
eigenvalues that are not equal to zero.
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Fig. 4.5 Possible directions
of the pairs of polarizers used
in the optical tests of Bell’s
inequality

Problem 4.4 For any pure state [y) =}, ;; cijk|ijk) we have of a tripartite system
ABC:

(a) Show that

Tr(paspas) = 2det(pa) — Tr(dp) + Tr(pg) .

(b) Using the unicity of the trace, show also that this result implies that

Tr(pappap) = 2[det(pa) + det(pp) — det(pc)] -

Problem 4.5 Digging deeper into the Aspect experiments—after finishing this
problem (and even if you do not do it), you should read the account of the loophole-
free Bell test experiments by A. Aspect in Ref. [18].

In the original Aspect experiments, pairs of entangled photons were emitted in
a radiative atomic cascade in Calcium, with the 4p? 'Sy level, populated by two-
photon excitation, decaying back to the 4s> ! g state over the 4s4p! Py level, emitting
a photon at A1 = 551 nm and a second photon at A, = 423 nm. Because the change
in angular momentum in the transitionis J = 0 — J = 1 — J = 0, no net angular
momentum is carried by the pair of photons, so that for emitted photons counter-
propagating in the +z direction, the state of polarization of the total system must be
of the form

1

Il/f)=ﬁ

Ul M2+ =0l =)l .

(a) With “+” and “-” labeling the outcome of a measurement where the measured
polarization of the photon is parallel or perpendicular to the polarizer’s angle,
respectively, determines the probabilities Py (a, b), P__(a,b), Py_(a,Db),
and P_ (a, b) of measuring the pairs of polarization(++), (——), (+—), and
(—++) for the two polarizers at angles (a, b).

(b) Evaluate the Clauser—-Horne—Shimony—Holt inequality as a function of the
angles (a, b), (a’, b), and (da’, b’) see Fig.4.5, and find which combination of
angles results in a maximum violation of the inequality by quantum mechanics.
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Problem 4.6 Show that the Bell states form an orthonormal basis, and determine
the unitary transformations in the four-dimensional Hilbert space of the pair of
qubits that generate them from the state |0, 0).

Hint: Use tensor products of unitary Pauli matrix transformations acting on the
individual qubits.
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Chapter 5 ®
Coupling to Reservoirs Qe

This chapter gives an introduction to the coupling of small systems to
reservoirs. After setting the stage with a discussion of spontaneous emission
in free space, we introduce three major theoretical methods used in the
analysis of system-reservoir interactions in the Markovian limit: the master
equation, Langevin equations, and Monte Carlo wave function approaches.
We conclude with a brief discussion of the input-output formalism.

The bipartite systems that we have encountered so far consisted largely of small
subsystems A and B of one or few particles prepared in pure quantum states. The
reason we focused on those situations is that it is for such states that the distinctive
quantum mechanical features associated with quantum entanglement, for instance,
the violation of Bell inequalities, are most readily apparent. However, a couple of
important points need to be kept in mind: first, the separation of a quantum system
into separate subsystems is largely arbitrary, dictated either by convenience and/or
by experimental considerations. That was, for instance, the case in the discussion of
quantum state teleportation, where the system was separated into two subsystems A
and B based on the location of its various components. While this was certainly
the appropriate decomposition in that case, one can well imagine that another
question might be more easily handled by separating the full system into a different
set of subsystems. One such situation appeared in the analysis of entanglement
distribution, where we separated a system ABC into a subsystem consisting of the
qubit A and a second subsystem consisting of the effective qubit (BC). In addition,
the simple systems that we have considered so far can never be completely isolated
from their environment, even by the most astute and careful experimentalist, and we
have largely ignored this key issue so far.

In the simplest cases, it is again possible to think of a system coupled to the
environment as a bipartite system, where one of the systems is now “small,” and
the other, the environment (or reservoir), is “large,” in the sense that it contains a
large number of degrees of freedom and is characterized by some density of states
and some spectral density function D(w). Depending on the specific properties of
D(w), the large system may exhibit memory effects or not, that is, be either non-
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Markovian or Markovian. In the Markovian case, the small system will wind up
being characterized by the effective irreversible decay of energy and coherence,
despite the fact that at the fundamental level, it is described by a Schrédinger (or
Dirac in the relativistic case) equation, which is a time-reversible equation. For non-
Markovian systems, though, memory effects can result in the small system regaining
some of its energy and coherence in a time-dependent fashion.

In general, one has relatively little control over the environment and may only
know its average energy, or temperature, and perhaps its mean number of particles.
Its state is then described by a density operator maximizing its entropy under
the known constraints, following an approach along the lines already discussed
in Sect.2.3.1, but generalized to multimode and/or multiparticle systems. In most
cases, it can also be assumed that whatever happens to the small system does not
change the state of the reservoir in any significant way—think of a drop of water
added to the ocean.

This chapter gives an introduction to the coupling of small systems to reser-
voirs. After setting the stage with a discussion of spontaneous emission in free
space, we introduce three major theoretical approaches used in the analysis of
system—reservoir interactions in the Markovian limit: the master equation, Langevin
equations, and Monte Carlo wave function approaches. We conclude with a brief
discussion of the input—output formalism, which becomes, for example, important
in quantum optics situations where the reservoir, or parts of it, serves as a measuring
apparatus as well and it becomes necessary to treat it more explicitly than is done in
the simplest reservoir formalism approach. Chapter 6 will then go one step further
and introduce the idea of a reservoir serving as a “pointer basis” in the context
of quantum measurements. Chapter 7 on cavity quantum electrodynamics (cavity
QED) will introduce a number of ways to tailor the electromagnetic environment in
highly controlled fashion, with applications in basic physics, quantum metrology,
and information processing.

5.1 Spontaneous Emission in Free Space

We have seen in Sect.3.4 that an excited atom interacting with a single-mode
electromagnetic field can spontaneously undergo a transition to the ground state
even in the absence of cavity photons, |[n = 0). It can then reabsorb this photon,
resulting in vacuum Rabi oscillations of the atomic populations p.(t) and pg(?).
The situation is however quite different in free space: the atom interacts not with a
single field mode, but rather with an electromagnetic environment that consists of a
broad continuum of modes. From the blackbody energy density formula

ho? 1
u(w, T)dw = 33 ) SholkaT — 1dw, 5.1

it follows that in the visible region and at room temperature, these modes can be
taken to an excellent approximation to be at zero temperature, 7 ~ 0, and are for all
practical purposes in the vacuum state {|0)}, as is apparent from Fig. 5.1. The excited
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Fig. 5.1 Blackbody power
density spectrum (in arbitrary
units) as a function of
wavelength for temperatures
T = 3000K, T = 4000K,
T = 5000K, and T = 6000K 2
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atom can therefore spontaneously emit a photon into any of this infinite number of
vacuum modes, and once this happens, spontaneously emitted photons escape for
good, with a vanishing probability of being reabsorbed. !

5.1.1 Free Space Density of Modes

A quantitative description of spontaneous emission requires a precise formulation of
the density of electromagnetic modes D(w) that is specific to the geometry at hand.
It can be very broad, as is the case in free space, but could also be narrow or have
a complex structure, perhaps with band gaps. These various situations can lead to
qualitatively and quantitatively different atomic behaviors, as will be seen in some
detail in Chap. 7.

The free space geometry that we consider can be handled by considering field
quantization in a three-dimensional cubic cavity of side length L with periodic
boundary conditions, with L eventually taken to infinity. Along the % direction, the
cavity can sustain running modes with wave numbers Ky = 2wn,/L,ny = 1,2, ...
Taking differentials of this expression, we find the number of modes between K
and Ky +dK, tobe dny = dK L /27 . Performing the same calculation for the y and
Z directions, the number of modes in the volume element dK,dK ydK; is therefore

I'This would however not be the case for transitions in the microwave regime, where the mean
number of thermal photons is small, but different from zero at room temperature. The reabsorption
of spontaneously emitted photons is also an important consideration in many cavity QED
experiments, which can create situations where the photon is forced to return to the atom, maybe
by an appropriate arrangement of mirrors.
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L 3
dn=(—) &k. (5.2)
2

For large L, it is possible to go to a continuous limit by replacing the summation
over K by the integral

1
—Zf(K) =y [arm = o [ Exr. (53)

where V = L3 is the volume of the cavity and d*K = K2 sin 8dK dé d¢ in spherical
coordinates. Transforming to frequencies with w = K¢ gives then

00 w2 T ) 2
_Zf( ) = on )3/ da)c—3/0 d@sm@/o dof(K). (5.4)

In addition, we have to sum over the two polarizations of the transverse
electromagnetic field. In performing any particular sum over states, we should
insert the desired function f(K) into Eq.(5.4) and carry out the three integrals,
taking into account the two possible field polarizations.

5.1.2 Weisskopf—Wigner Theory of Spontaneous Emission

Armed with the three-dimensional free space density of states, we can now proceed
with the dynamics of a two-state atom interacting with a field initially in the vacuum
state {|Os)}, where s labels the field modes. In the electric dipole interaction and
rotating wave approximation, the atom—field Hamiltonian is

H=n) oafas +hocle)le] + hoglg) (8] + 1) (8584 +he),  (55)
S s

where the electric dipole interaction Hamiltonian

V=nh Z(gsas&+ +h.c.) (5.6)
s

connects the state |e{0}) only to the set of states |g{1}), which describe an atom in
its lower state with one photon in the sth mode and no photons in any other mode.
This reduces the most general state vector describing the system to

Y1) = Ceo()e ™! [e{0}) + ) Copry (e st g{1}). (5.7)

Substituting this state into the Schrodinger equation with the Hamiltonian (5.5) and
projecting onto the states |e{0}) and |g{1,}) give the probability amplitude equations
of motion
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dCeo(1) . —i(ws—wo)t
— - }S :gsg iWs—e0r (1), (5.8)
dc i
g(;lts}(t) _ —ig:‘el(ws_w‘))tceo(l), 5.9

with wp = w, — wg. Inserting the formal time integral of the second equation into
the first one yields an integro-differential equation for C,q alone,

dC.o(1) 2/’ ) i(ee— .
A dt’ e 1 @s—@0) =) 0 () | 5.10
" stlgsl dre 0(t) (5.10)

We now use Eq. (5.4) to convert the sum over states to a three-dimensional integral,

which gives
dCo(t 14 ” 2
o(t) = — /da)a)Z/ do sin@f d¢
dr (2ne)d 0 0

! B /
x|g(w, 0)* / dt’ e 1@ =1 (1) . (5.11)
I

0

Figure 5.2 shows the coordinate system for one running wave with two possible
polarizations e; and e, interacting with the atomic dipole. To calculate |g(w, 6)|?,
we evaluate

2
8@, 0)> = [Eo/h* Y I{tler - e |b)|*

o=1
= |Eyd /h|? sin® 6(cos® ¢ + sin’ )
= |E,d/h|*>sin’ 6, (5.12)
Fig. 5.2 Coordinate system K \

for a plane running wave with
wave vector K and two
transverse polarizations along
the directions e; and e;. The
atomic dipole points in a
direction at angle 6 with
respect to the propagation
direction K and ¢ with

€
respect to e
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which is independent of the azimuthal coordinate ¢. Remembering that for running
waves, the square of the “electric field per photon” differs from its value for standing
waves by a factor of 1/+/2 and is given by

Ew =Vhw/26)V, (5.13)

see Eq. (2.74), and substituting Eq. (5.12) into Eq. (5.11), we encounter the integral

T 1 4
/ do sin® 6 :f d(cos0)(1 — cos? §) = 3 (5.14)
0 —1

With this result, Eq. (5.11) becomes

dC,o(t) 1 / 3 2/t o (i
=— d d dt e M@= =) C o1y 5.15
dt 6607T2hC3 ww | | to e EO( ) ( )

Markov Approximation This equation is nonlocal in time since Ceo() is a
function of the earlier amplitudes Co(¢t') and depends therefore on all of its
past history. To solve it approximately, we observe that w?|d|? varies little in the
frequency interval over which the integral over ¢’ has an appreciable value and
perform in addition a coarse-grained integration, that is, assume that Co( (") varies
sufficiently slowly that it can be evaluated at ¢/ = ¢ and factored outside the
integrals. This is in essence the Markov approximation, where all memory effects
resulting from the interaction between the atom and the reservoir are being ignored.
This results in a remaining time integral that has a highly peaked value at v = wy,
since

t . , .
lim | df'e” @ @00 — 75(w — wgy) — P[ ! ] , (5.16)

=00 Jio w — Wo

and allows us therefore to evaluate the product w?|d|? at wo. The principal part
Pli/ (w—wo)] leads to a frequency shift related to the Lamb shift, and the 7§ (w—wq)
term gives

dCo(®) _ T
S = —2Cal), (5.17)

where I is the Weisskopf—Wigner spontaneous emission decay rate

|d|2w? 1 41d)2o]
r= U 0 (5.18)
3mephicd  4meg 3hc3

As a result of the Markov approximation, the Weisskopf—Wigner theory of spon-
taneous emission predicts therefore an irreversible exponential decay of the upper
state population, with no revivals. Although under the action of each individual
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mode, the atom would have a finite probability to return to the upper state, as in the
Jaynes—Cummings vacuum Rabi oscillations, the probability amplitudes for such
events effectively interfere destructively when summed over the continuum of free
space modes. This is quite a remarkable result, since we started from a system
described by the completely reversible dynamics of the Schrodinger equation and
wound up with an effective irreversible decay of the upper state atomic population.
This irreversible dissipation of the small system energy into the reservoir is of
course only approximate and results from ignoring all memory effects in the
system dynamics. It is a frequent signature of the interaction of small systems with
Markovian reservoirs as will be discussed in a more general context in the following
sections.

While the Markov approximation is oftentimes excellent, it is certainly not
always justified, and it is not uncommon to face situations where the coupling of
small systems to reservoirs is characterized by memory effects such as recurrences
or other remnants of reversible behavior. We have already encountered the most
extreme such situation in the Jaynes—Cummings model and will see in Chap. 7 that
electromagnetic environments can be tailored in ways that result in situations where
the spontaneous emission rate can be either enhanced or inhibited from its free space
value (5.18).

5.1.3 Superradiance and Subradiance

In addition to the use of tailored electromagnetic environments, radiative decay
can also be modified by the presence of other radiators. While based on everyday
experience, one might intuitively expect that with more than one atom in an atomic
vapor each of them will still decay at the same rate I', this need not be the case.
Remarkably, under appropriate conditions, even the presence of just one additional
atom can drastically modify the decay of an atom, a result of constructive or
destructive quantum interferences between the one-photon radiation fields emitted
by the two atoms. This is perhaps best illustrated by considering the simple example
of two co-located identical atoms prepared in the entangled state

1
[V ) atoms (0) = 7 [le,g) £1g.e)l . (5.19)

with the electromagnetic field initially in the free space vacuum. This system is
again described by the Hamiltonian (5.5), with the only difference that we now have
two atoms instead of one so that

2
H=hY oajas+ ) [ﬁwele) (elm + hag|g)(glm + 1) (gsas&m,++h.c.)} :
N N

m=1

(5.20)
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The state of the atom—field system at time ¢ is then

1Y (1)) = Cego(t)e @@ e g {0}) + Cgen(t)e @) e g {0})

+ ) Cogli) (e 1PN g o (1) (5.21)
S

Following the same procedure as in the previous section, we replace the sum over
modes by an integral, formally integrate the equation of motion for Cgg(1,)(?), and
carry out the Weisskopf—Wigner approximation. This yields readily the coupled
equations of motion for the excited state probability amplitudes of the two atoms
as

d r
aCegO(t) = _E [CegO(t) + CgeO([)] )

d

r
dr CgeO(t) = _E [CegO(t) + CgeO(t)] . (5.22)

Contrary to what might have been intuitively expected, but not surprising perhaps
following our discussion of quantum entanglement, this result indicates that the
decay of one of the atoms is not independent of the presence of a second atom.
Importantly, its decay rate can be either increased, decreased, or left unchanged by
the presence of the second atom. This is easily seen by adding and subtracting the
two equations (5.22) to find

d
O [Ceg0(t) + Cge0(1)] = =T [Cego(t) 4+ Cgeo ()]

d
3 [Cego(t) — Cge0()] = 0. (5.23)

The second of these equations indicates that if Cge0(0) = Ceo0(0) = 1/ V2, then
they remain equal at all times, so that

d d

acegO(t) = d_tcge()(t) = _FCegO(t)§ (5.24)
that is, the atoms decay at twice the rate of the isolated atoms. This effect, called
superradiance, was first predicted by R. H. Dicke in 1954 [1], see also the review [2]
for a more detailed presentation. In contrast, for Cgo0(0) = —Cego(0) =1/ V2, we
have

d

d
dr CegO(t) = EcgeO(l‘) =0, (5.25)

and the atoms do not decay at all. Not surprisingly, this is called subradiance.
Importantly, it is easily shown, for instance, by imposing a random phase between
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Ce0(0) and Cy0(0), that if the atoms are in the incoherent mixture

1
patoms(o) = 5['87 g)(e’ g| + |g’ e)(g7 €|] (526)

rather than an entangled state such as Eq.(5.19), then the two atoms decay at
the individual spontaneous decay rate I', with equal excited state population
probabilities p.(t) given by

dpe(t) _
e [pe(t). (5.27)

Superradiance and subradiance originate from quantum interferences in the fields
emitted and reabsorbed by the two atoms. When two initially excited atoms radiate
into the vacuum field, they act as sources for the evolution of the two-atom ground
state probability amplitudes Cgg(1,}(¢), rather than of the individual atom probability
amplitudes Cg(1,)(), see Eq. (5.9). The fields from these two sources can interfere
either destructively or constructively, and as a result, they drive the dynamics
of the two-atom system differently when the field is repeatedly reabsorbed and
reemitted. For a mixed state, the relative phases of the fields originating from
the two atoms add at random. Hence, the interferences are washed out and each
atom acts independently of the other. This is the situation encountered in everyday
situations, but that this is not necessarily the case must be kept in mind, in particular
in quantum information applications where optically driven qubits might or might
not be entangled.

5.2 Master Equation

The Weisskopf—Wigner theory of spontaneous emission is an example of a general
class of problems involving the coupling of a small system to its environment, in
this case the continuum of modes of the electromagnetic field. When computing the
atomic decay rate, we were not interested in the field itself, but only in its effect on
the atomic dynamics. In stark contrast with the situations encountered in Chap. 4,
where both subsystems were treated on an equal footing, we never explicitly
computed the field dynamics. Instead, we carried out a pair of approximations that
resulted in the effectively irreversible decay of the atomic upper state population
and the associated transfer of energy to the field. They were (a) the assumption that
the probability amplitude C,o(¢) varies little during the time interval defined by the
inverse bandwidth of the continuum of modes of the electromagnetic field and (b)
the replacement of the remaining time integration in Eq. (5.15) by a §-function.
This chapter discusses two primary methods to describe system-reservoir inter-
actions. The first one is based on the Schrodinger picture and leads to the so-called
master equation. The alternative Heisenberg approach leads to the introduction of
quantum noise operators giving the description of the problem a flavor reminiscent
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of the Langevin approach to stochastic problems in classical physics. In addition
to these two approaches, we will also consider the method of Monte Carlo wave
functions, which permits to unravel the master equation into “‘quantum trajectories”
of considerable intuitive appeal and numerical convenience.

We consider a generic system consisting of a small system S coupled to a large
reservoir R by some interaction V. Itis described by the Hamiltonian

H=H+H +V=Hy+V, (5.28)

which, together with initial conditions, completely specifies the problem at hand.
We assume that at the initial time 7y, the small system is described by a density
operator pg(ty) with Tryps(f9) = 1, where Tr, stands for the partial trace over the
system. In contrast, we take the reservoir to be a very large system with an immense
number of degrees of freedom. In most cases (but not always), it is taken to be in
thermal equilibrium at some temperature 7 and is therefore described by the time-
independent density operator p, of Eq. (2.83),

n ~ efﬁl'}r
or(Hy) = ———, (5.29)
Tr, {e=PHr)

with 8 = 1/kgT and Tr, /3,(1:1,) = 1, with Tr, the trace over the reservoir.
Assuming that the system and reservoir are brought into contact at time t = fo,
they initially do not exhibit any correlations, and thus the initial state of the system
is described by the factorized density operator

Psr (10) = ps(10) ® fr(Hy) . (5.30)
Its Schrodinger picture evolution is given by

8:5sr
at

ia
= ——[H. j]. 531
h[ Psr] (5.31)

When solved for all times, it provides a full characterization of the states of both the
system and the reservoir.

The goal of the master equation is less ambitious: it is to provide, in the
Schrodinger picture, a partial and simplified description that allows us to achieve
the limited goal to determine the expectation value of the system operators 0 only,

(O(1)) = Try {0 psr (1)}, (5.32)

A

where the trace is over both the system and the reservoir. Since O is a system
operator, we may rewrite this expression as

(O(1)) = Try{O Tr, py (1)} = Tr {0 ps (1)} - (5.33)
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The operator
Ps (1) = T i (1) (5.39)

is called the reduced density operator of the system, and all we need to determine
the expectation value of system operators is to know p;(¢) at all times. The equation
of motion for g (¢) is called a master equation.

Our strategy to derive the master equation is quite simple: we solve the
problem to second order in perturbation theory, trace over the reservoir, take into
account if appropriate that it has a very broad bandwidth to perform the Markov
approximation, and obtain directly an equation for g (¢) that is valid for times long
compared to the inverse bandwidth . of the reservoir.

In doing so, it is important not to confuse t. with the characteristic time scale
of the free evolution of the system, which can possibly be fast as well. To make
sure that things do not get mixed up, we therefore first go into an interaction picture
where all free evolutions are eliminated. Assuming that the Hamiltonian Hy has no
explicit time dependence, the interaction picture density operator Py, (1) is related
to the Schrodinger picture density operator by the unitary transformation

By (1) = eH0t=10)/1 5 (1)p=iflot—t0)/ (5.35)

and the corresponding interaction picture reduced density operator o(¢) for the
2
system

(1) = Ty { Py (1)) (5.36)
is related to the Schrodinger picture reduced density operator ps(¢) by
Ps(t) = e—iI:IS(t—to)/hﬁ(t)eiﬂs(t—to)/h . (5.37)

Differentiating Eq. (5.35) with respect to time, and using Eq. (5.31), yields the
equation of motion for Py, (¢)

AP (1) i o 5
Ervanke —g[vl(t —19), Pgr ()], (5.38)
where
f/, (t — o) = eiﬁo(t—to)/h ‘A/e—il:lo(t—to)/h (5.39)

2The notation for the various density operators appearing here, while not necessarily completely
satisfying, is motivated by the desire to keep the master equation as free of indices as possible in
the interaction picture, where it is usually applied.
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is the interaction Hamiltonian in the interaction picture. Finally, differentiating
Eq. (5.37) with respect to time gives

00s(1) _ 1 —ifl,(—10)/n <[ A 5] + ik PU)) =)/ (5.40)
ot h ad

an equation that relates the equations of motion for the Schrodinger and interaction

picture reduced density operators s and p.

With this relationship established, we now proceed to determine the evolution of
0(t), using as our starting point the evolution of Py, (t).In general, system-reservoir
coupling problems are not amenable to an exact solution, and here we solve the
problem to second order in perturbatlon theory. Specifically, we integrate Eq. (5.38)
from #y to ¢, taking Ps, (1) ~ Psr (tp) in the commutator to obtain a first-order
solution for Psr (t). We then use this improved value in the commutator, integrating
again to obtain a value of Py, (¢) accurate to second order. We find

Copt
Pyt = Bo) — f AV — 1), oy (10)]

fo

l t t R R R
—P/ dl// dt"[Vi(t' = 10), [Vi(t" = t0), Per ()11 + ..., (5.41)
) )

and tracing over the reservoir yields the evolution of the reduced density operator
0(t). Performing this trace, we can define a coarse-grained equation of motion for
p(t) by

x pt) —pt—1)

plt)  ————, (5.42)

T

where the time interval T = t — 1o is taken to be long compared to the reservoir
memory time ., but short compared to times yielding significant changes in the

system variables. In explicit calculations, it is convenient to shift the time origin by
7, 1.e., to write

pt+1) > w. (5.43)

Since we assume that o(¢) does not vary significantly in the time t, we suppose
that 9p(r)/0¢ itself is given by this expression. We further note that the double
commutator in Eq. (5.41) simplifies somewhat since

[V, V", By = V'V By = V' Py V7 4 adj.

This is easily shown since (ABC)" = CTBYTAT and all operators appearing in this
equation are Hermitian. Combining these observations yields the interaction picture
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coarse-grained equation of motion for the system density operator

050 i T o s AT A
5 __E/O dtTrr{VI(r)Psr(t)}—hz—l_/0 dt/o dr

xTt, [Vz(r’)%(r”)ﬁsr(w — Vz(r’)ﬁsr(r)%(r”)] +adj. (5.44)

Importantly, we observe that the reduced density operator actually has two time
dependencies, + and t. As we shall see, t is associated with the dynamics
of reservoir operators, and this dependence disappears in case the reservoir is
stationary and with infinitely short memory.

To proceed further, it is pedagogically helpful to temporarily sacrifice generality
and use explicit forms of the interaction Hamiltonian V; that make the underlying
physics of the system—reservoir interaction more transparent. With this goal in mind,
we concentrate first on the important case of a simple harmonic oscillator coupled
to a bath of harmonic oscillators, before returning to more general considerations in
Sect.5.2.2.

5.2.1 Damped Harmonic Oscillator

The system and reservoir Hamiltonians of a simple harmonic oscillator of frequency
2 coupled to a bath of harmonic oscillators of frequencies w; are

H, = hQata (5.45)
and

H = Zhwjéjiéj . (5.46)
j

This is a broadly used model of a reservoir that finds applications in many situations,
well past the relatively narrow confines of quantum optics where its most familiar
application is in the description of the radiative coupling of an atom to the continuum
of modes of the electromagnetic field. More generally, it also accounts for electron—
phonon interactions in conductors, mechanical damping by a phonon bath in
optomechanics, and many other examples. This is because while different problems
require of course different system Hamiltonians Hy, the general impact of the bath
on the system dynamics is usually not very sensitive to the explicit form of H,,in
particular if it is a Markovian reservoir characterized by a broadband spectrum and
hence a very short correlation time compared to the characteristic time(s) of the
small system. In addition to this main reason, another motivation for the broad use
of this model is that harmonic oscillators are some of the simplest quantum systems,
and they make our lives particularly easy.
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To complete our model, we assume that the elementary exchange of energy
between system and bath consists of the simultaneous creation of a quantum of
excitation of the system with annihilation of a quantum in the jth mode of the bath,
or the reverse process,

V=hY (g;a'h; + g;féj&) , (5.47)
j

or, in the interaction picture,
Vity=nY  gja'b;e@ent=0) 4 adj. (5.48)
J
where we made use of the free evolution of the annihilation and creation operators

and remembered that system and reservoir operators commute at equal times. We
can simplify the form of Eq. (5.48) by writing it in the more compact form

Vi(v) = ha'F(r) + haFi (1), (5.49)
where the operator
F(ry=—i)_gjbjel @ (5.50)

J

acts only on states of the reservoir Hilbert space. We will see explicitly in Sect. 5.3
how F(t) can be interpreted as a quantum noise operator.

Reservoir Correlation Functions When tracing over a reservoir in thermal equi-
librium, we encounter terms of the type

Tr {a" F(v) Py (1)) = @' p(o)Tr, { F (2) 6 (H,)}

where we have used Egs. (5.29) and (5.30) and the fact that at time 7 the interaction
picture and Schrodinger density operators are identical. The trace on the right-hand
side of this equation is readily identified as the expectation value (I:" (1)) of the
reservoir operator F (7). It vanishes provided that the reservoir density operator o,
is diagonal in the Fock states basis, as is the case for the thermal density operator
(5.29). We can then cyclically permute reservoir operators under the reservoir trace
in the remaining terms of Eq. (5.44) to find

+aa' p(FT (Y E "), —at pma(F @) E)),
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+aap)(F1 (@Y F "), —ap@)a(F (" Fi (7)),

+a'a' O EHFE"), —a' pw)a (F)F (), ]+adj. (5.51)

Averages such as (ﬁ (r’ )1:" T(z")), are readily identified as first-order correlation
functions of the bath. If the bath is stationary, as is the case in thermal equilibrium,
see Eq. (5.29), they depend only on the time difference 7 = t/ — t”, so that

(FEETG"), = (FEDEF (@)
Using Eq. (5.50), we find that these expressions have explicit forms like

(FEOHE ), =) sig] (51";})rem(T/_T”)ei(“’””_“’”/)
iJ

=Y IgilP(bib]) e 0T (5.52)

i

where the reservoir density operator is assumed to be diagonal in the energy
representation—that is, on the Fock states basis—to obtain the second equality. It is
important to keep in mind that while this condition is satisfied in thermal equilib-
rium, it must be relaxed when considering, for example, “squeezed reservoirs.”

Markov Approximation Equation (5.52) tells us how fast the bath correlations
decay away. We now perform the Markov approximation, which we already
encountered in Sect. 5.1, and which assumes that this correlation time is infinitely
short compared to all times of interest for the system. For example, with the change
of variable 7 = t/ — t”, Eq. (5.52) becomes

/dtf de”(F () FT(t"), /dt Z|g, bbJr / dT el @—enT
0

(5.53)
In the Weisskopf—Wigner theory of spontaneous emission, we replaced the sum over
modes with an integral and interpreted the integral over the exponential as a §-
function. Similarly, calling D(w) the density of modes of the reservoir, and assuming

that the reservoir has sufficient bandwidth to justify the §-function approximation of
the integral, we find that (5.53) becomes

/ dr’ / A" (FHFT "), = (b(Q)bT(Q))r, (5.54)

where in analogy with the Weisskopf—Wigner theory, we introduced a decay rate

y =27D(Q)|g(Q)I?, (5.55)
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and we neglected the simple harmonic oscillator analog of the Lamb shift. The factor
|g(§2)|2(l;(§2)13%(9))r is a measure of the strength of the coupling of the simple
harmonic oscillator with the mode of the reservoir that oscillates at its frequency €2.

When effectively extending the upper limit of the time integration to infinity in
the second integral of Eq.(5.53) to approximate it as a §-function, we implicitly
assumed that the reservoir correlation time 7. is so small that the integrand vanishes
after times short enough for second-order perturbation theory to remains valid. Thus,
the approximate solution (5.54) is valid for times short compared to the decay of
the system, but long compared to the correlation time of the reservoir. This is the
essence of the Markov approximation. We will revisit this approximation in the
Heisenberg picture in the next section and confirm that it amounts to assuming that
the correlation functions of the bath are effectively §-correlated, that is, the reservoir
loses its memory instantaneously.

From Eq. (5.29), the average n of the number operator 5T(Q)l;(§2) over a thermal
distribution is given by

i= b'QbQ), = - (5.56)

BRQ _ 1’

and from the bosonic commutation relation [A(Q), bT(Q)] = 1, (b(Q)bT(Q)) =
n+ 1

Substituting Egs. (5.5A4) and (5.56) along with corresponding expressions for
the terms with (FT(¢/)F(¢")), gives finally the master equation that governs the
dynamics of the system reduced density operator in the interaction picture

dp(®) vy NI P ORpe:
= 2(n—i—l)[a ap(t) —ap()a'l

—gﬁ[ﬁ(z)aﬁ —a'pmal+adj. = Lp, (5.57)

where the superoperator L is called the Liouvillian. Here, we have neglected
terms containing correlation functions like (F()YE(z")) and (FT(z)FT(¢")), an
approximation valid if the density operator is diagonal in the energy representation.
If the reservoir is at zero temperature, 7 = 0, then the remaining terms in the master
equation (5.57) result from reservoir vacuum fluctuations only.

Detailed Balance As advertised at the beginning of this section, we can use the
master equation (5.57) to determine the time dependence of the expectations value
of system operators without needing to worry any longer about the reservoir. For
example, the average excitation number (a'a); = Try[aTap(¢)] in the oscillator is
governed by the equation of motion

- = —yl(a'a)s +yn, (5.58)
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where we have used the cyclic property of the trace and the boson commutation
relation [a, @'] = 1. This shows that the oscillator is damped by its coupling to the
reservoir and that it will reach an equilibrium point with

(@'ay, =n; (5.59)

that is, the mean excitation number of the oscillator will equal the excitation number
of the thermal reservoir at its frequency €2.

A useful way to interpret this result is to reexpress Eq. (5.58) as

L= —y@afay,a+ 1) +ya(atay, +1).

When written in this form, the rate of change of the mean number (a'a), of system
excitations is seen to result from the balance between emission from the system
into the bath and from the bath into the system. In both terms, the “+1” is the
contribution from spontaneous emission and would vanish if the boson creation
and annihilation operators commuted. The other term is the result of stimulated
emission. For a reservoir at zero temperature, 7 = 0, all that is left is spontaneous
decay from the system into the reservoir.
Equation (5.58) is readily solved to give

@'a),(t) = (@'a); (e " +a[l —e "' (5.60)

For large times, the average number of excitations in the simple harmonic oscillator
(the average number of photons if it describes an electromagnetic field mode)
equilibrates to that of the bath oscillator at the same frequency €2, as we have seen.
Similarly, we find that the expectation value of {a) (proportional to the complex
electric field operator for optical fields) obeys the interaction picture equation of
motion

d{a)y
dr

_ _g@)S (5.61)

and equilibrates at (a); = 0.
It is also instructive to calculate the equation of motion for the diagonal matrix
elements p, = (n|p|n) in the number states representation. We find readily

pn = =y G+ DInpy — (1 + Dpural — yil(n + Dpy —npuil.  (5.62)

The four terms in this equation represent flows of number probability up and
down the harmonic oscillator ladder of energy levels. These are illustrated in
Fig. 5.3, which shows the absorptive and emissive roles of the first and second
bracketed expressions, respectively. A steady state occurs when a detailed balance
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Fig. 5.3 Detail of the energy - |n+1)
level diagram of the damped A
harmonic oscillator with the
number probability flows of
Eq. (5.62) into (green arrows) yi(n + 1)p, YA+ 1D+ Dp,,,
and out of (red arrows) state
n)
— |n)
yﬁnpn—l 7('& + Unpn
|n—1)

is established between the emissive and absorptive processes, that is, when

y(n + Dnpy = yanpp_1 . (5.63)

Note that steady state implies this detailed balance: Eq. (5.63) must be true for the
lowest probability pg to be constant, which implies that it must be true for p; to be
constant, and so on up the ladder. This gives the thermal number distribution

- - n
n n _ _
P = Pl = (ﬁ+1) po = e MYkRT ] _ o=hYksT ) (5.64)

which, when taking the harmonic oscillator to describe a single-mode optical field,
is precisely the thermal photon statistics of Eq.(2.94). As would be intuitively
expected, the contact of the oscillator to a thermal reservoir at temperature T
thermalizes it at that temperature, resulting in a state of thermal equilibrium between
the system and the reservoir.

Damped Two-level Atom It is straightforward to modify the derivation of the
master equation (5.57) to describe a two-level atom with upper to lower level decay
and damped by a thermal reservoir of simple harmonic oscillators. In this case, the
atom—bath interaction Hamiltonian is

Vi(r) = h6LF(t) + h6_F'(v), (5.65)

where F(t) is still given by Eq. (5.50). The derivation of the master equation follows
along exactly the same lines as before, with the replacement of & by 6_ and a' by
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ay . Hence, we find

dpO) _ T
N - _E(n + Dloyo_p(t) —o-p(#)o4]
r
—SAPOG- G+ = 5151 + ad. (5.66)

5.2.2 Lindblad Form

The two examples of master equations (5.57) and (5.66) that we have explicitly
considered can be cast in the general form

dp oA, Ar A
= = ——[H,, p1+ LIp], 5.67
dr h[ | [o] ( )

where the Liouvillian £[ 5] describes the non-Hermitian evolution of the system due
to its coupling to the reservoir and is responsible for irreversible dissipation. It can
be shown that in order to preserve the trace of the density operator, Trp = 1, for any
Markovian system, this term must be of the so-called Lindblad form

L1p) = —5 Y (I Cip+ pCIC + Y CipC] (5.68)
i i

where the C;’s are system operators. See e.g. Ref. [3] for the mathematical proof of
this result.

That this is the case for the examples that we have explicitly considered is
easily seen by substitution. For instance, for the master equation (5.57) describing a
damped harmonic oscillator, we have

Ci=Vy@+Da,
Cy = \Jyna. (5.69)

The same expressions hold for the damped two-level atom master equation (5.66),
but with a replaced by 6.

5.2.3 Fokker—Planck Equation

Starting from the master equation (5.57), we now derive a more classical looking
equation that provides complementary insights by using quasiprobability distribu-
tions introduced in Sect.2.5. As a concrete example, if the system is a harmonic
oscillator, we can use the P (w)-distribution (2.183) to expand the system density
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operator on a coherent states basis as

b= f daP()la)al. (5.70)
Substituting this form into the master equation (5.57) gives
/dzaP(oz, Nle)(a| = —%(ﬁ + 1)/d2ap(a, niatale) (o] — ale)(@la’]
—%ﬁ/dzoeP(a, Hlle)@laat — atla) (@la] + c.c.
(5.71)

With the representation of a coherent state (2.110), |a) = elal’/2 e |0), we have
that

o) (] = e 1 %" 0y (0] 4 | (5.72)

so that |a){«|a may be written as

0 A 0
) (erla = e [ |0y (0]e*"] = +o)le)el, (5.73)
% Ja*
and similarly
X 9
a'la)(a| = <£ + cx*) o) (et . (5.74)

Substituting these expressions into Eq. (5.71) and with the definition a|a) = a|a)
of the coherent state, we find

[dzaP(oz, Hleyal = =L@ + 1)/d2ap(a, Do la) el
2 Jo

Y - 2 0 9? .
+En/d aP(a,t) (aa + Yy loe) (| + adj. (5.75)

We can integrate the right-hand side of this equation by parts and drop the
constants of integration since P (¢, t) must vanish for || — oo. Thus, for example,

/dzaP(oe, t)aa%kx)(od = —/dza [a%(aP(a, t)>i| o) (] . (5.76)

Equation (5.75) becomes, after equating the coefficients of |«)(c| in the integrand,
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2

P . 77
e Ple) (5.77)

Pa)=% [i (aP(a, t)) + C.c.i| +yit
2 | da

This expression is in the form of a Fokker—Planck equation for the quasiprobability
P(a,t) of finding the harmonic oscillator in the coherent state |«) at time ¢. For
reasons explained shortly, the coefficients of the first derivatives on the RHS of
Eq. (5.77) are the elements of the drift matrix, and the coefficients of the second
derivatives compose the diffusion matrix. The steady-state solution of this equation
is easily verified to be

1 _
P(a) = —e o'/ (5.78)
an

which is a thermal distribution with average excitation value 7.

Although it is hard in general to find the time-dependent solution of P(«,?),
Eq. (5.77) can readily be used to obtain the rate of change of the expectation value
of observables of interest; for instance, for n = 0,

d

< @y, (5.79)

(a) = /dza aP(a, 1) =—

=

in agreement with Eq. (5.61).
We can gain an intuitive understanding of how a Fokker—Planck equation works
by considering the general one-dimensional form

9 __9 M i M 5.80
P, 1) = == (M) p(x. 1) + 2= (M2 p(x. 1) (5.80)

where M;(x) and M,(x) are called the first- and second-order moments of the
distribution p(x) or alternatively the drift and diffusion coefficients of the Fokker—
Planck equation. In the more general multidimensional case, one speaks of drift
and diffusion matrices. As shown in Fig. 5.4, for x values to the left of the peak of
M p, the slope of M| p is positive, which causes a decrease of p(x) in that region,
while for x values to the right of the peak of M p, the slope is negative, causing
an increase of p(x). This results in a movement of the peak toward larger values
of x provided M is itself positive. The second derivative at the peak of M p(x) is
negative, which according to Eq. (5.80) causes a decrease in p(x), while on either
side of the peak of M;p, the second derivative is positive causing an increase of
p(x). This results in a diffusion of p(x). For these reasons, the M term is called
the drift term and the M> term is called the diffusion term.

It is important to realize that the derivation of a Fokker—Planck equation via
quasiprobability distributions does not always lead to well-behaved results. We have
seen that P (o) need not be positive and does not lend itself to a simple interpretation
as a probability distribution. In situations where P («) becomes negative or singular,
which are typical if truly nonclassical effects are important, we often find that
the resulting Fokker—Planck equation has a nonpositive diffusion matrix and hence
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p(x) px) l

X X

Fig. 5.4 The left diagram shows how the M| p(x, t) term in Eq. (5.75) causes a distribution p(x)
(solid line) to “drift” along the x-axis and evolve at a later time toward the distribution shown
as a dotted line. The right diagram shows the effect of the M p(x, t) term on that same initial
distribution, which causes p(x) to diffuse to the dotted line distribution

is not mathematically well behaved. In such situations, one can take advantage of
the overcompleteness of the coherent states to introduce generalizations of the P («)
distribution that eliminate this difficulty, typically at the expense of doubling the
phase space dimensions.

5.3 Langevin Equations

We now turn to a Heisenberg picture analysis of the same system-reservoir model
and show that in that approach the reservoir operators F(t) play a role analogous
to the Langevin forces familiar from classical statistical mechanics. These quantum
noise operators are the source of both fluctuations and of the irreversible dissipation
of energy from the system to the reservoir.

Focusing again on the case of a damped harmonic oscillator, we readily obtain
from the Hamiltonians (5.45), (5.46), and (5.47) the Heisenberg equations of motion
for the annihilation operators a(¢) and l;j (1) as

O .
5 = 1% —1Zg,-bj(z), (5.81)
J
db;(t . .
% = —iwb; (1) — igha (). (5.82)

Integrating the second of these equations formally gives

t
bj(t) = bj(t)e i1~ —jg* / dr'a(tye @it=")

fo

= l;free @) + l;radiated(t) . (5.83)
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The first term bfree on the right- hand side of this equation accounts for the free
evolution of the reservoir operators b; j» while the second term bradlated gives the
modification of that evolution due to their coupling with the system. It shows
that a(¢) is the source of b j (). If the small system were, say, a two-level system
instead of a harmonic oscillator and the reservoir consisted of a continuum of
electromagnetic field modes, then the appropriately modified Eq. (5.83) would show
that the atomic polarization is the source of the field.
Inserting Eq. (5.83) into Eq. (5.81), we find then

da(t N . ! : /
‘é(t) = —iQa() 1) g;bj (e 11T — Y g, / dr'a(tye o=
- . to
J J

(5.84)

where the first summation describes the effect of fluctuations and the second one
those of radiation reaction from the reservoir on the oscillator dynamics.

As in the Schrodinger picture approach, we move to an interaction picture in
order to separate the free evolution of d(¢) at frequency €2 from the fast evolution
with characteristic time 7. due to the large bandwidth of the bath. This is now done
by introducing the slowly varying operator

A(t) = a(t)e' | (5.85)
with
[A@), AT =1. (5.86)

From Eq. (5.84), the evolution of A(t) is given by

dA(t p . N
( = —Z IgJIZ/ ' At)e @i L Fr), (5.87)

where we have introduced the quantum noise operator F (1)

F(t)y=—=i)_ gjbj(tg)e' @)=, (5.88)
j

This is the same operator that we already encountered in Eq. (5.50), aside from a
shift in time origin. Note that this operator varies rapidly in time due to the presence
of all the reservoir frequencies. Furthermore, as previously mentioned in the master
equation analysis, the expectation value (I:“ (1)), vanishes if the reservoir is described
by a density operator diagonal in the energy representation.

We have encountered integrals that resemble the first term on the right-hand
side of Eq.(5.87) earlier in this chapter. We handle it in the same fashion here
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by replacing the sum over modes of the reservoir by an integral and invoke the
Markov approximation by claiming that A(t) varies little over the inverse reservoir
bandwidth. This allows us to extend the limit of integration to infinity. Using the
representation (5.16) of the delta function, then, we obtain the quantum Langevin
equation

dA® _ v, o
& _—EA(I)+F(I). (5.89)
Its expectation value
dAD) v
o = AW (5.90)

is the same as Eq.(5.61) for the expectation value of {(a(t))s obtained from the
master equation, as it should be since expectation values may not depend on whether
they are evaluated in the Heisenberg or the Schrédinger picture.

We should keep in mind however that equations for expectation values are
profoundly different in nature from Eq. (5.89), which gives the evolution of the
operator itself. Importantly, one cannot expect an operator to have an evolution
as simple as that given by Eq.(5.90). If that were the case, its value at time ¢
would be A(t) = A(O) exp(—yt/2), and for times long compared to y, we would
have [A(t), Af (t)] — 0, in violation of the laws of quantum mechanics, since
commutation relations must be valid at all times. It is the rapidly fluctuating operator
F (t) in (15.69) that guarantees by construction that this is the case, even though its
expectation value is (ﬁ ) =0.

As advertised, the noise operator F(1) plays arole similar to that of the Langevin
forces in the theory of Brownian motion. In both cases, the associated random force
of zero average value leads to dissipation. The only difference here is that this force
has now the character of an operator. It is because of this analogy that Eq. (5.89) is
sometimes called a quantum Langevin equation and the operator F(t)a quantum
noise operator. In principle, one can write down a quantum Langevin equation for
any system operator, but of course each equation will have a different noise operator;
for instance, the adjoint of Eq. (5.89) is

dAT() vy At
o= —EA O+ F'(@t). (5.91)

Operator Ordering The Heisenberg picture has the appealing feature that the
operator equations of motion resemble the corresponding classical equations of
motion. As such it can provide useful intuition, but it does present a few pitfalls
as well. The most important one has to do with the ordering of operators. System
operators commute with reservoir operators at equal times, but not usually at
different times. This is, for example, illustrated in Eq.(5.83), which shows that
as time evolves, b ;(#) acquires some of the character of a(z). Importantly, the

homogeneous (free field) part of b j(t) alone does not commute with a(t) even at
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equal times, although [a(?), b j(t)] = 0. For this reason, after separating b j(t) into
5free and l;radiated, we can no longer interchange the order of system and reservoir
operators without taking the chance of committing serious errors. Therefore, once
we chose the order in which to write system and reservoir operators in the initial
Hamiltonian, we must stick fo it. Here, we always put all operators with a “}” to
the left, which is called “normal ordering.” Any other ordering will do, provided
that it is used consistently throughout the calculation. As we have seen in Sect. 2.5,
different quasiprobability distributions are associated with these different orderings.

Although final answers do not depend on the choice of ordering, the physical
interpretation of the results is typically different in different orderings. For instance,
the normal ordering attributes spontaneous emission to radiation reaction, since
(13 (#)), = 0, while vacuum fluctuations give the Langevin force F (1). In contrast,
J. Dalibard and coworkers [4] advocate the use of symmetric ordering, which
presents the advantage of making the contributions of the free and radiated
fields to the system evolution separately Hermitian. With this choice of ordering,
radiation reaction and vacuum fluctuations give contributions of equal magnitude to
spontaneous emission. These contributions have equal phase and add for the upper
level of a two-level atom but have opposite phase and cancel exactly for the lower
level.

Correlation Functions In addition to the evolution of simple system operators
such as A(t) and AT(I), one typically needs to consider the evolution of additional
observables as well, for instance, to evaluate the intensity, the spectrum, or higher
order correlation functions of a field. In many problems, this can rapidly become
rather complex, as the resulting set of quantum Langevin equations does not close
in general. Particular care needs to be taken to properly describe the resulting noise
correlation functions, which account for important aspects of the system dynamics
as we have seen. For example, the equation of motion for the number operator
ata) = ATA@) is readily found to be

d ~ A A A .
a(ATA) =—i) gjAThje™ +adj., (5.92)
i

or, by substitution of Eq. (5.89) and its adjoint
i(ATA) =— Z |g~|2AT(z‘) /t dt/A(t/)ei(Q_wj)(l_t/)
dr - J o

—i )" g AT (t0)e TN 4 adi. (5.93)
j

Performing the Markov approximation as before results then in the “Langevin”
equation for the number operator

d .. I
@D =—yATA+ Gy, (5.94)



148 5 Coupling to Reservoirs

where

Gaia(t) =i &bl (1) A(r)e @@ I=10) 4 adj. (5.95)
j

Here, we put “Langevin” in quotation marks, because we like to think that in such
equations the fluctuating force should have zero average. This is not the case for
(é Ata)r» Which can be shown by substitution of a formal integral for A(t) to be
equal to yn, see Problem 5.8, and of course n # 0 for T # 0. To obtain a proper
Langevin equation, we introduce a new quantum noise operator that subtracts this
expectation value,

Gaia®) = G i 4(0) = (G i a0} = G 414 (1) — yi1, (5.96)

in terms of which Eq. (5.94) becomes
d AT A AT A ~ 5

This equation gives the same evolution as Eq. (5.94) for the mean excitation number,
as it should.

Noise Spectral Density In the analysis of the damped harmonic oscillator, we
encountered in Eq. (5.54) the correlation function | g(Q)|2(l;(Q)l;T(Q)), a measure
of the intensity of the noise at a given frequency. Such spectral noise densities,
which are essentially the Fourier transforms of two-time correlation functions of the
reservoir noise operators, provide an important characterization of the interaction
between the system and the reservoir, as they determine the rate of noise-induced
transitions that eventually lead to the thermalization of the system.
To show that this is the case, consider the generic system—reservoir interaction

V=—AF®)), (5.98)

where A is a system operator and F (¢) is a (Hermitian) noise operator.3 We assume
that the system is initially in the state |i;) of energy fiw;, so that in the interaction
picture

1

t A
V() = ¥i) — E/o dzV(o)|¥i) - (5.99)

3Note that the form (5.98) of V implies a Hermitian noise operator, so that Fr=F.In general,
the individual contributions to an interaction Hamiltonian need not be Hermitian, as we have seen
for instance, in the Jaynes—Cummings interaction Ag(aé+ + h.c.), although of course the full
interaction potential must be. Since it is often sufficient to keep track explicitly of just part of the
full interaction when carrying out calculations, in the following we allow for the fact that in such
situations F may not be Hermitian.
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The probability ps(¢) for the system to be at time ¢ in some state | ) of energy
hw ¢ and orthogonal to |;) is therefore

—1 t ~ . ~ 2
pr(t) = ‘7‘ dr<wf|A|x/fi>e—lwfffF(r>

d)? A a
_ 1 fdt/ dt'e i eriC=) ) Fi(¢'), (5.100)

where d = (wf|A|1ﬂ,-), wfi = wf — w;, and the second line in Eq. (5.100) accounts
for the fact that F may not be Hermitian in a specific calculation, see footnote
2. Accounting also for the fact that Fisa quantum noise operator, the average
probability (p s (¢)) to be in the final state is therefore

(pr(0) = / dt/ de’e @i T F()FT (1)) . (5.101)

For times ¢ larger than the noise correlation time . of the reservoir, the limits of the
integral over 7 can be extended to infinity. Using time translational invariance, we
then have

2 t oo
<pf(t>>~';f—'2 / de’ / dr e N (F (1) F1(0) (5.102)
0

o]

or, introducing the noise spectral density

Srr(w) = /OO dre " (F(0)ET(0)), (5.103)
_ldP?
(pr)@) =~ ?SFF(—wfi)t, (5.104)

compare with Eq. (5.54). Hence, the transition rate between the initial state |y;) and
a final state |1 r) separated in frequency by w ; is

|d|?
A= h—zSFF(—wfi)- (5.105)

As an example, consider a system c0n51st1ng of a simple harmonic oscillator of
frequency €2, and take the quadrature X =a+a' asthe system operator A. For
transitions between neighboring levels, the spectral density spectrum needs only be
evaluated at +€2, and

Ay sn—1 =nSrr(2) 5 An—1-n =nSrr(—9). (5.106)
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For a reservoir in thermal equilibrium, we must have, invoking detailed balance,
Ap—ioon = e MET ALy, (5.107)
so that
Spr(Q) = " T §pp(—Q). (5.108)

This is an important relationship that we will encounter again in the context of
quantum optomechanics of Chap. 11.

Fluctuation-Dissipation Theorem We conclude this section by deriving, again
for the simple case of a damped harmonic oscillator of frequency €2, an important
relationship between the correlation functions of the noise operators and the
damping coefficient y.

We proceed once more by considering the correlation function of the noise oper-
ators F (t) and bl (#) and converting the sum over modes to an integral. Introducing
the reservoir average number of quanta at frequency w via (l;(a))I;T (w)) =n(w)+1
gives then, in the continuous limit of Eq. (5.88),

(FAHEY "), = / do D()|g(@)|*[ii(w) + 1]/ @@= (5.109)

Assuming as before that the correlation time of the reservoir is short compared to all
times of interest for the system, we can evaluate D(w)|g(w) I271(w) at 2 and remove
it from the integral, giving

(FAHET ("), = D(Q)|g(Q)1P[A(RQ) + 1] / dwel @O W=1") (5.110)

For a broadband reservoir, we can extend the limits of integration to infinity, thereby
performing once again the Markov approximation. Using Eq. (5.55) for y and the
integral representation of the §-function

o0
/ dwe @1 — 2781 — 1), (5.111)
—00

we find
(FAYET@")), = y@(Q) + 18’ —1"). (5.112)
Similarly, we have for the normally ordered correlation function
(FT@YE@")), = yn(Q)s(t' —1"). (5.113)

This shows that the Markov approximation amounts to assuming that the correlation
functions of the noise operators are §-correlated in time, a mathematical statement of
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the fact that it assumes that the reservoir has no memory. Under that approximation,
the noise operator correlation functions depend on the operator ordering, but not on
time ordering.

Integrating both sides of Eq. (5.113) over T = ¢’ — ¢” yields a simple example of
the fluctuation—dissipation theorem that relates the first-order correlation function
of the quantum noise operator F (1) to the dissipation rate y,

y =i()"! /OO dt (FT(z)F(0)), . (5.114)

5.4 Monte Carlo Wave Functions

We mentioned in Sect. 5.2.2 that the master equation of a small system coupled to a
Markovian bath must be of the general Lindblad form

dp i -
P LA, 1+ LA,
< = 5\ A1+ LI7)

where H is the system Hamiltonian, £[p] is the Liouvillian
LIp1 =~ Z(CT ip+5C]C) + Z CinC

and the C;’s are system operators. This equation can be recast in the form

dp o~ A
ar = " He? = A He) + LiumplP1 (5.115)

where we have introduced the non-Hermitian effective Hamiltonian
N if At A

Hyt = Hy — — Zc. Ci (5.116)
and the “quantum jump” Liouvillian

Liwmplpl =Y CipC . (5.117)

i

For example, for the case of a damped harmonic oscillator, the effective Hamiltonian
is

Heie = hQa'a —ihy (n +1/2)a'"a, (5.118)
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with
Liumplp1 = v i1 + Dapa® + yiiapa’ (5.119)

while for a two-level atom from upper to lower level decay, we have

Aetr = Lhes, — inT (n n %) 8p6_ (5.120)
and
Liumplp] = TG + 1)6_po4 + yitbspé_ . (5.121)

The evolution of the system density operator can therefore be thought of as resulting
from two contributions: a Schrodinger-like part governed by the non-Hermitian
effective Hamiltonian Hegy and a “quantum jump” part resulting from Ljump[0],
with the “quantum jump” qualifier becoming clear shortly. This decomposition is
the basis of the quantum trajectories approach to the solution of the master equation,
to which we now turn.

5.4.1 Quantum Trajectories

The quantum trajectory method starts by considering the evolution of pure states
of the small system and carries out a statistical average over an ensemble of
them in the end. But in contrast to the situation for closed systems, where this
is straightforwardly achieved by solving the Schrodinger equation, the system
evolution is now intrinsically stochastic, as it results from the combination of a
Schrodinger-like, but non-Hermitian evolution and random “quantum jumps.”

We proceed by expressing the density operator as a statistical mixture of state
vectors

p=_Pyly)yl, (5.122)
14

the summation over v resulting from a classical average over the various states that
the system can occupy with probabilities Py . Introducing that expression into the
master equation (5.115), we have

ZP{WW +Y) (| = —% (ﬁeﬁ|w><w|—|w><w|ﬁ§ff) +Zéi|w><w|é§} :
14 i

(5.123)
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If we restrict ourselves for now to a single representative state vector |¢) in the
mixture, we recognize that the first term on the right-hand side of this equation
can be simply interpreted as resulting from the non-Hermitian, but Schrodinger-like
evolution of |¢) under the influence of ﬁeff,

i) = Hettl¥r) - (5.124)

Things are more tricky for the second term, which is clearly not a Schrodinger-like
term. Rather, it seems to result from a discontinuous evolution whereby the state
[¥r) is projected—or “jumps”—onto one of the possible states

) — [¥)i = Cily). (5.125)

This is precisely what motivates calling Lijump[£] a “quantum jump” Liouvillian.

The decomposition of the evolution of the representative state vector |i¢) into
a Schrodinger-like part and a quantum jump contribution suggests therefore an
elegant way to solve master equations by carrying out an ensemble average over
the evolution of a large number of such state vectors. It proceeds by first selecting
an arbitrary state vector |y) out of the initial ensemble and evolving it for a short
time 8¢ under the influence of I:Ieff only. For sufficiently small time intervals, this
gives

B i Heipd
(1 +81)) = (1 _ %) V(1)) . (5.126)

An important consequence of the non-Hermitian nature of ﬁeff is that |/ (t 4 81)) is
not normalized. Rather, the square of its norm is

- - iH :ffét iI:Ieff8l
W+l +60) = (ol {1+ —= ) (1 - —— | p@) =1-5p,
(5.127)
where to the lowest order in 8¢
ié o N A
8p = %wmmeff — Al ly () = atZ<w<z>|C,~ Cily (1)) = Zap,- .
l l (5.128)

This lack of norm preservation results from the fact that we have so far ignored
the effects of Ejump[,é]. The “missing norm” 6, must therefore be accounted for by
the states |i); resulting from the jumps part of the evolution. It is consistent with
Eq. (5.128) to interpret this observation as a result of the fact that Ljump[4] projects
the system into the state |{); = Ci [) with a probability §p; such that " §p; = ép.
Hence, the next step of a Monte Carlo simulation consists in deciding whether a
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jump occurred or not. Numerically, this is achieved by choosing a uniform random
variate 0 < r < 1. If its value is larger than ép, no jump is said to have occurred,
and the next integration step proceeds from the normalized state vector

[¥(t + 81))

Y (t +6t) = ———.
v Iy (& + 0)

(5.129)

If: on the other hand, » < §p, then a jump is said to have occurred. The state vector
| (¢t + 8t)) is then projected to the normalized new state

Cily (1)) |8t 4
[ Yt +6t) = —/——— = | —Ci|y (1)) (5.130)
Gl ()] 8pi

with probability ép; /5p, with §p; given by Eq. (5.128). This state is then taken as the
initial condition for the next integration step. The procedure is repeated for as many
iterations as desired and yields a possible time evolution of the initial state vector
|¥r), sometimes called a “quantum trajectory.” Clearly, the random nature of the
jumps implies that different trajectories will be obtained in successive simulations
of the system evolution from the same initial state.

In some cases, it is possible to interpret the reservoir to which the small system
is coupled as a “measurement apparatus,” a point to which we return briefly in
the next section and in more detail in Chap. 6, in particular in the “pointer basis”
discussion of Sect. 6.4. In such situations, the individual quantum trajectories may
be interpreted as “typical” of a single sequence of measurements on the system. It is
not normally possible to say for sure whether a given numerical realization will be
achieved in practice or not, though. Nonetheless, the individual Monte Carlo wave
function trajectories can often provide one with useful intuition about the way a
given system behaves in the laboratory.

We still need to prove that in an ensemble average sense, the predictions of the
Monte Carlo wave function simulations are identical to those of the corresponding
master equation. This is easily done by considering the quantity

o)=Y Py (WO () )ieaj »
v

which is a double average over both a large number of Monte Carlo wave function
trajectories resulting from a given initial state and a representative set of initial states
necessary to reproduce the initial density operator (5.122). Consider first the average
over trajectories for a fixed initial state: by construction, the Monte Carlo wave
function algorithm implies that

[9(t +81)) (Yt + 81)]
Vi-ép J1-6p

o(r+ 1) = (1-36p)
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spi [ [ ot 5 5
+op YL ( /S—;Ciwr») <‘/3—;<w<r>|cf) . (5.131)

where the average over trajectories is accounted for by the probabilities §p and p;.
With Eq. (5.126), one has therefore to the lowest order in §¢

s A
o(t+68t) =0(t) + %[é(t), H,] 4+ 8t Liumplo ()] (5.132)

In the case of a mixed initial state, one needs in addition to perform also an average
over the distribution Py, of initial states, as already indicated. But this step is trivial,
since Eq. (5.131) is linear in 0. Hence, the result of the double averaging yields
for 0 an evolution identical to that given by the master equation (5.115). The two
approaches are therefore equivalent, provided that the initial conditions for p and o
are the same.

An important practical advantage of the Monte Carlo wave function approach
occurs in situations where the number of states N that need to be considered is
large. Since p scales as N2, such problems can easily stretch the capabilities of
even the largest computers. In contrast, the Monte Carlo simulations deal with state
vectors only, whose dimensions scale as N. Hence, the memory requirements are
significantly reduced, the trade-off being the additional CPU time normally required
in order to achieve good statistical accuracy.

In addition to these practical considerations, the Monte Carlo wave function
method also provides one with additional physical insight into the way a physical
system behaves in a single experiment. Consider, for example, the problem of
spontaneous decay by a two-level atom at zero temperature. In that case,

Hefr = $howé, — YinTé,6- (5.133)
and
Liumplp] = T6_pé64 . (5.134)

In this example, single quantum trajectories will illustrate the distribution of times
after which the system undergoes a transition from the upper to the lower state.

Note also that when taking the expectation value of the right-hand side of the
master equation between (e| and |e), the contribution of Ljump[0] vanishes, and
we obtain an effective Hamiltonian that describes the upper state population decay
averaged over a large number of experiments, see Problem 5.11. Hence, if all we
are interested in is the evolution of the upper state |e), it is sufficient to consider
the evolution of the system under the influence of the effective Hamiltonian (5.120)
only. This justifies a posteriori the phenomenological treatment of atomic decay
introduced in Sect. 1.3. For finite reservoir temperatures, single trajectories will also
illustrate the successive quantum jumps between the atomic states driven by both
spontaneous and stimulated emission.



156 5 Coupling to Reservoirs
5.5 Input-Output Formalism

While the system-reservoir approach that we considered so far in this chapter can
be extremely powerful, it does have its limitations, as there are many situations
where treating the environment as a thermal bath whose state remains essentially
unchanged is inappropriate. This is, for example, the case in cavity QED, the topic
of Chap. 7. In these systems, atoms or artificial atoms are confined inside a resonator
where they interact with an intracavity field. This small atom—field system is in turn
coupled, typically through mirrors, to external fields that drive it and/or serve as
external probes of its dynamics. Clearly, in such circumstances, the state of the
probe cannot be assumed to remain unchanged. M. Collett and C. Gardiner [5] have
developed an input—output formalism that permits to describe such open quantum
systems. That approach does not involve tracing over a quantum bath, that is,
it makes no assumption on its quantum state. Rather, it determines its dynamics
assuming that the system dynamics is known.

We consider again the Hamiltonian (5.28)

H=H,+H +V,

where for concreteness, the system is taken to be a single intracavity field mode of
frequency € with annihilation and creation operators & and a”,

H, = hQa'a (5.135)

coupled to a continuum of external field modes with Hamiltonian
H = / dw ho b (0)b(w) (5.136)
by the interaction Hamiltonian
V=h / dwg() [B(w)&"‘ n aé"'(w)] (5.137)
with
[b(w), b ()] = 8(w — o). (5.138)
We have not specified explicitly the limits of integration over frequencies, but it is
a good approximation to extend them to Foo in the following, much like in the
Weisskopf—Wigner theory of spontaneous emission of Sect. 5.1.
At first sight, this might appear to be precisely the problem that we already
considered when studying the damped harmonic oscillator, except that as advertised

the continuum of modes will no longer be treated as a reservoir whose state remains
effectively unchanged by its coupling to the intracavity field.
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The Heisenberg equations of motion for the operators a(¢) and E(a), t) are

da(r) IR S N
T E[ s, al —1fda)g(a))b(a), t), (5.139a)
db(;;’ ) = —iwl;(a), 1) —ig*(w)a(r). (5.139b)

Formally integrating the second of these equations gives readily
t
b(w, 1) = b(w, 1p)e 0 _ jg*(w) / dt'a(t"ye @t=1) (5.140)
fo

where 1y < t.

Not surprisingly, this is essentially the same equation as Eq. (5.83) which we
encountered in the Langevin approach to system—reservoir interactions of Sect. 5.3.
There we recognized the first term on the RHS of that equation as describing the
free evolution of the field, while the second term accounts for the coupling of mode
“w” to the intracavity field. Alternatively, since the time-dependent Schrédinger
evolution is reversible, we may also express l;(a), t) in terms of fields at later times
as

A A~ . tl : ’
b(w, 1) = b(w, 1)e” @t +ig*(a))/ dr'a(r'ye @t=1) (5.141)
t

with #; > ¢. Physically, the two forms (5.140) and (5.141) of I;(t) can be thought of
as corresponding to solving the Heisenberg equations of motion for # > 7 in terms
of boundary conditions that describe “input fields” or for ¢ < #; in terms of “output
fields.” Inserting the solution (5.140) into Eq. (5.139a) gives

da(r)
dr

= %[I:IS,&(I)] (5.142)

. 1 . 2
—i f dwg(w)b(w, ty)e U0 _ f dw|g(w)|? / dr'a(tye= ="
fo

As in the Weisskopf—Wigner theory of spontaneous emission, we assume that g(w)
is approximately independent of @ over the frequency range of interest and set

lg(@)|* = «/27 . (5.143)

With the relation

o] . ,
/ dwe U= = 5t — 1)), (5.144)

—00
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Fig. 5.5 Schematic of the coupling of the intracavity field a to the input and output fields aj, and
dout- Here, the mirror on the right side of the resonator is assumed to be perfectly reflecting. The
generalization of the input—output description to the case where both mirrors are semi-transparent
in the subject of Problem 5.4

the third term on the right-hand side of Eq. (5.143) can then be interpreted like in
system-reservoir theory as describing the decay of the intracavity field at rate « /2.

The second term is more interesting. In Sect. 5.3, we interpreted it as a noise
operator, but in the present context, it describes more generally the effect on the
intracavity field of the external field at some initial time #y < ¢, that is, of the input
field, see Fig. 5.5,

1 N .
ain(t) = i / dow b(w, tg)e 1?00 (5.145)

The factor of 1/4/27 in this expression guarantees that the input field satisfies
bosonic commutation relations,

ain(0), &, ()] = 8(t — 1) , (5.146)

as can easily be verified with the help of Eq. (5.144). We then obtain the evolution
of the intracavity field a () as

d‘c’ly) = %[ﬁs, an] - %ﬁ(t) +kan () , (5.147)

where the term that was interpreted as a noise operator in Sect.5.3 appears now
explicitly as the input field.
Similarly, we may relate a(¢) to the output field

) I o
Gout(t) = = dw b(w, 1)e @t—1m) (5.148)
as
da(t i~ K . .
dﬁ ) _ T 6(0)] = 5800 — Vou(). (5.149)
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Subtracting Eq. (5.149) from Eq. (5.147) relates the input and output fields to the
intracavity field as

out(1) + @in(t) = Vkca(t). (5.150)

Note importantly that aj,(f) and gy () have units of 1/+/time and represent
therefore photon fluxes in and out of the cavity.

It is possible to gain additional insight into the relationship between the intra-

cavity and output fields in case the dynamics of a(¢) is linear. The corresponding
Heisenberg equations of motion can then be cast in the simple form

%ﬁ(r) = Aa(r) — gﬁ(z) + (1) (5.151)

where we have introduced the short-hand notation

ﬁ=[f§] ; ﬁin=[‘f§“}, (5.152)
a a.

and A is a 2x2 matrix that accounts for the intracavity Hamiltonian dynamics of the
field. Taking the Fourier transform of this equation, we get

[A + (i — k/2) i] () = —/K iin(@) , (5.153)

with I the 2x2 identity operator. Combining this result with a similar equation
relating a(w) to agy(w) yields then

fout (@) = — [A + (i + 1 /2) i] [A + (0 — 1/2) i]_l fin () . (5.154)

For the case of a simple harmonic oscillator Hy, = 1Qa’a, this gives finally

Je

a(w) = main(w) , (5.155)
and
. K2-iQ-w),
aou(w) = mam(w) , (5.156)

indicating that the transmission function is a Lorentzian of width « /2, as expected.
D. F. Walls and G. Milburn [6] discuss the application of the input—output formalism
to a number of quantum optics situations, including the spectrum of squeezing, the
parametric oscillator, and laser fluctuations.
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Classical Cavity Driving In many cases, the cavity field, in addition to being
coupled to a continuum of modes acting as a reservoir, is also driven by a
macroscopically populated field mode that can be treated classically, typically a
laser field at some frequency w. Calling the annihilation and creation operators of
this mode by and l;g, its coupling to the cavity mode is given by the Hamiltonian

Vo = hgolboa™ + bjal . (5.157)

For a classical field, we have 50 — (130). In that case, \70 takes the form of a
displacement operator, and Eq. (5.147) becomes

daw i .ok, _
o = 5 s 4] = Sa@ + V(@) , (5.158)

where the classical input field «j, has again the units of a flux. This situation
will be encountered at several occasions in the following chapters, for example,
in Problem 7.1 in the context of cavity QED, in Sect. 9.4 on cavity cooling, and in
the discussion of optomechanics of Chap. 11.

Problems

Problem 5.1 In order to highlight the importance of the density of modes on
spontaneous emission, derive the analog of the Weisskopf—Wigner spontaneous
emission rate in a one-dimensional system and a two-dimensional system.

Problem 5.2 Determine and explain in physical terms the spontaneous emission
rates of two two-level atoms whose internal state is |{)(0) = \%He, g) £ lg,e)l,

but whose centers of mass are at locations r; and ry, respectively.

Problem 5.3 Derive the equation of motion (5.58) for the mean excitation number
of a damped harmonic oscillator

diata),

_ AT A =
= —y(a'a)s +yn.
O yla'a)s +vy

Problem 5.4 Consider the situation discussed in the input—output fields analysis,
but with both mirrors of the resonator now semi-transparent, and coupled to separate
field reservoirs consisting of the continuous sets of modes {l;(a))} and {¢(w)},
with associated damping rates k; and kg, see Fig. 5.6. Determine the input—output
relations between the fields 4, din, L, dout, L, din, R, and doye, R in that case.

Problem 5.5 Follow steps that parallel those leading to the derivation of the master
equation for a damped harmonic oscillator to derive the master equation (5.66) for
a damped two-level atom.
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Fig. 5.6 Schematic of the cavity considered in Problem 5.4

Problem 5.6 Determine and explain in physical terms the spontaneous emission
rates of two two-level atoms whose internal state is p = %[|e, e)+ g, 8]

Problem 5.7 Carry out the explicit steps to derive equations (5.38), (5.40), and
(5.44).

Problem 5.8 Show that the expectation value of the operator

Gaia) =iy g;fzéj (t0) A(1)e 1@=@NE=10) 4 a4j
j

of Eq. (5.95) is (G 4 4 (1)) = .

Problem 5.9 Derive the Fokker—Planck equation (5.77) from Eq. (5.70), and show
that its steady-state solution is

P(a) = L_e_‘o"z/'_’.
b7

Problem 5.10 Solve the master equation for a damped two-level atom initially
in its excited state |e) numerically by using the quantum trajectories method by
(1) decomposing the associated master equation into an effective non-Hermitian
Hamiltonian Hefr and a quantum jump Liouvillian, (b) writing a code to compute
the evolution of a typical stochastic trajectory, and (c) averaging the result over at
least 50 trajectories. Show that in that limit, one recovers the average excited state
population p.(¢) predicted by an analytical solution of the master equation. What
could you expect if you had a lab where you could monitor the decay of individual
atoms?

Problem 5.11 The life and death of a photon The following references are
strongly suggested reading in connection with this chapter, in particular with
Problems 5.11 and 5.12: “Quantum jumps of light recording the birth and death of a
photon in a cavity,” by Gleyzes and coworkers [7], as well as Refs. [8] and [9] by the
same group. These papers report on a series of remarkable cavity QED experiments
that measured and characterized in detail the decay of a single-mode field.
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Consider a damped harmonic oscillator coupled to a reservoir at zero temperature
and initially in the mixed state p = |3)(3|. Solve the associated master equation
numerically by using the quantum trajectories method, averaging the result over a
number of trajectories large enough to obtain good statistics. Determine then the
time dependence of the average photon number (n) and of the time dependence
of the populations p, () of the various levels |n), with n = 0, 1, 2, 3, and give a
physical interpretation of your result.

Problem 5.12 Carry out a similar simulation as for Problem 5.10, but for the initial
state o = (1/4)[1)(1] + (1/2)[2)(2] + (1/4)[3)(3].

Problem 5.13 Show that for a cavity mode at frequency €2 and a driving field at
frequency w, Eq. (5.147) becomes

A

fl_‘t’ = [i(w — Q) — «/2]a + 1 + Vkan(1) . (5.159)
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Chapter 6 ®
Quantum Measurements S

This chapter presents an operational approach to quantum measurements
based on the von Neumann projection postulate. After reviewing that
postulate we turn to a discussion of measurement back action, leading to
an understanding of the standard quantum limit and to the idea of quantum
non-demolition measurements. We then extend the idea of projective mea-
surements to positive operator-valued measures, which are then applied to a
formulation of weak measurements and to the development of a stochastic
Schrodinger equation description of continuous weak measurements. We
illustrate this approach with the example of weak continuous measurements
of optical fields. The chapter concludes with a brief introduction to the role
of environment in establishing a measurement pointer basis.

Quantum measurements are a topic of central importance not just in quantum
optics, but in all of quantum mechanics. Because as we have seen the Schrodinger
equation predicts that quantum dynamics is reversible, some additional ingredient
must be added to the theory to account for the irreversibility and finality of quantum
measurements. This is a difficult and somewhat unsettling topic that continues
to be the object of much debate, associated at least in part to the interpretation
of quantum mechanics. We will not engage in this debate here, but rather limit
ourselves to a simple, operational approach based on the von Neumann postulate
and its extensions.

The first section briefly reviews that postulate by introducing the concept of
projective measurements. We then turn to a discussion of measurement back action,
the property that the measurement of some observable of a quantum system usually
impacts its subsequent dynamics. This leads to an understanding of the standard
quantum limit of measurements and to a discussion of ways to circumvent that
limit through the use of the so-called quantum non-demolition measurements [1, 2].
We continue in Sect. 6.3 with an extension of projective measurements to positive
operator-valued measures (POVM) and their use in the formulation of weak
measurements, more specifically in continuous weak measurements, a type of
measurements of considerable practical interest.
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164 6 Quantum Measurements

Because of the irreversible nature of quantum measurements, it is perhaps not
surprising that they should be associated with considerations of system-reservoir
interactions, which can likewise result in irreversible dynamics as we have seen.
With this in mind we conclude this chapter with an introduction to the concept of
pointer basis. This shows how specific environments provide a preferred basis of
the detector that is immune to environmental decoherence and defines a classical
measuring apparatus unambiguously, and closes a loop with the previous chapter.

An excellent and much broader discussion of quantum measurements and their
applications, in particular in the detection of classical forces, can be found in the
monograph “Quantum Measurement” by V. Braginsky and F. Ya. Khalili [2].

6.1 The von Neumann Postulate

Our starting point is the von Neumann postulate. In its simplest form it deals with
the exact measurement of an operator A with a (discrete) set of n eigenvectors {|n)}
and associate eigenvalues {a, }. The von Neumann postulate states that if the system
is in a state described by the density operator p; prior to the measurement, then the
result of a measurement of A will be one of its eigenvalues |n), with probability

pn =Tr(In)(nlp;) 6.1)

following which the system will be projected to the pure state |n), with correspond-
ing density operator oy = |n)(n|. For this reason such a measurement is called a
projective measurement, as its action on the system density operator is characterized
by the projection operator

Py = |n)(n|. (6.2)

This formulation also applies in the situation by now familiar to us where the
system is comprised of several subsystems, and one is interested in observables of
one of the subsystems only, call it subsystem A. If the pre-measurement density
operator of the full system is g;, then the n-th possible final state following the
measurement of an observable A of subsystem A is

PO L 63)
Tr( Py pi Pn)
with probability p(n) = Tr(f’n Di 13") = |cu|?. Tt is readily seen that in case A is
an observable of the full system rather than a subsystem, then p; can be expanded
on its complete set of eigenstates as p; = k€ ikl j) (k| and Eq. (6.3) reduces to
P = |n)(n|, that is, to the pure state |n) of Eq. (6.1).
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Quantum Steering Suppose that a bipartite system is initially prepared in the
entangled state |y;) = % [, 4)+ 14, ) ]ap, with the corresponding density
operator

~

pi=5 IO+ LI+ as - (6.4)

1
2
Following a measurement projecting one of the subsystems onto one of its
eigenstates—say, measuring a qubit A to be in its upper state | 1)4—the post-
measurement state of the system will be

pr=11Wt 41, (6.5)
which is nothing but the pure state [/) = | 1, |)ap. In contrast, if A is found to
be in the lower state | | )4, we will have |y) r = | |, 1)ap. This result is actually

more profound that may appear because it demonstrates that the state of the second
spin can be steered by a measurement on a far distant other spin. This quantum
steering is the result that so bothered Einstein, Podolsky, and Rosen and led to the
formulation of the EPR paradox that we discussed in Sect. 4.1.

6.2 Measurement Back Action

An important consequence of performing a measurement on a quantum system is the
back action of that measurement on the subsequent system evolution, an effect that
is a direct consequence of the Heisenberg uncertainty principle. To gain of intuitive
feeling for its origin, consider for a moment the dynamics of a free particle of mass
m in one dimension. It is described by the Hamiltonian

52
5_ P
H=—, 6.6
. (6.6)
and its position is
X() =x0)+ pO)r/m. (6.7)

Suppose now that at time ¢ = 0 we measure X with some uncertainty characterized
by a variance GXZ. From the Heisenberg uncertainty relation oyo, > #/2 and
Eq. (6.7) it follows that after a time t the uncertainty in position will have increased
to

o2(1) = 0(0) + o p ()T /m? (6.8)
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so that

1/2

ht 2 nt\'/?
ox(7) = 03(0) + (m) = <;> . (6.9)

This is the so-called standard quantum limit (SQL) for free mass position. Phys-
ically, the uncertainty in p resulting from a first measurement of its conjugate
variable X imposes an additional uncertainty on subsequent measurements of x.
This back action can be particularly severe if one wishes to perform a sequence
of measurements on a system, as we already saw in the simple example of Sect. 3.5.

6.2.1 The Standard Quantum Limit

Since it depends explicitly on the Heisenberg uncertainty relation for the observable
under consideration, the standard quantum limit is a function of the specific physical
system and type of measurements under consideration. One example of considerable
interest is of course the characterization of the ubiquitous harmonic oscillator, which
we already encountered in the quantization of the electric field, and will also be
central to the discussion of quantum optomechanics in Sect. 11.4.

We limit ourselves for now to a discussion of versions of the standard quan-
tum limit associated with two methods frequently used to characterize quantum
harmonic oscillators and that we already encountered in Chap. 2, intensity and
quadrature measurements. We will have several opportunities to revisit this problem
in other examples in subsequent chapters.

Our starting point is the Hamiltonian,

P
H= ot Ema)ziz, (6.10)

of a quantum harmonic oscillator of mass m, frequency w, position X, momentum
P, and their associated creation and annihilation operators

= JZ2G +ip/mo) 6.11)
a= th ip/mw .

where we keep the mass m explicitly since it is important once we stop talking about
light fields. We also introduce the quadrature operators

X, = R coswt — (p/mw) sinwt

X> = R sinwt + (p/mw) cos wt , (6.12)
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or, in terms of 4 and a7,

5&1 — h I:&eiwt + &Te—lwt]
2mw ’
v . h ~ ot AT —iwt
Xy = —i Ime [ae —a'e ] . (6.13)
maw

Except for a different normalization, they are the same as the operators dy and d»
introduced in the discussion of squeezed states in Eq.(2.122). Classically, x and
p/mo can be thought of as Cartesian coordinates in a phase plane, and X; and
X5 as coordinates that rotate clockwise at frequency w relative to them. Quantum
mechanically, these two quadrature operators do not commute,

[X1, Xo] = [£, p/mo] = ih/mw (6.14)
so that their variances satisfy
0X,0%, = Ox O(p/hew) = f/2mw. (6.15)

As we discussed in Sect. 2.3.3, and as is also readily apparent from Egs. (6.13), for
a coherent state |«) we have ox, = ox, = /fi/2mw, resulting in a circular “error
box” in phase space of area 7w/ /2mw. Squeezed coherent states produce the same
area, but in the shape of an ellipse with principal axes AX| and AX; of different
lengths.

Position Measurement Consider then a measurement scheme where the position
is measured essentially instantly, that is, in a time short compared to 1/w, with a
small uncertainty Axo < (//2mw)'/2. This produces an uncertainty in momentum
of Apg/mw > Axg, and correspondingly, an uncertainty error box around the
oscillator in the form of a strongly elongated ellipse. This ellipse rotates clockwise
at frequency w, see Fig.6.1, and as a result, the value of a second position
measurement will be accompanied by an error Ax; that can be anywhere between
Axg and Apg/mew > (hi/2mw)(1/Axg), depending on the precise time at which
it is carried out. To guarantee that the maximum possible error is minimized
requires therefore that the error box be circular with the minimum allowed radius
Axg = Apo/mow = AX| = AXy = (h/me)l/z. An ideal measurement with
these uncertainties will drive the oscillator to a minimum uncertainty state that
simultaneously minimizes the uncertainties in position and momentum, that is,
a coherent state. This uncertainty defines the standard quantum limit of position
measurements for a harmonic oscillator.

Amplitude and Phase Measurements Measurements that attempt to determine
both the oscillator’s amplitude of motion | X| = (|X 2+ 1X2/5HY2 and its phase
¢ = tan~!(X,/ X1) are of much interest for a number of applications. An ideal way
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Fig. 6.1 Schematics of the position measurements of a harmonic oscillator, showing the impact
of (a) an initial measurement with precision Axy < (h/2mw)1/ 2 and (b) measurements with
precision Ax; = Axy = (fi/2mw)'/?, which minimize the maximum error and drive the system
toward a coherent state

to achieve minimum uncertainties in both quantities involves once more the circular
error bar characteristic of a coherent state. This results in a Gaussian distribution of
measured values of ()A( 1) and ()A(z) with equal variances oy, = ox, = (% /Zma))l/ 2,
From Eq. (2.108) the standard deviation of a coherent state |o) with mean photon
number (n) = (a%a) = (mw/21)((X?) + (X3)) > 11is

on =4/ (n?) — ()2~ (n)!/2, (6.16)

and

1 1
- - 6.17
%= 26, 22 (©.17)

These standard deviations represent the standard quantum limit of amplitude and
phase measurements.

We will return to this topic in Sect. 11.4, which will characterize the noise
limits of optical interferometers in some detail. In particular we will show how
the optical noise sources acting on the field quadratures c?l and c?z of Egs. (2.122),
or equivalently on X| and X, are the radiation pressure noise and shot noise,
respectively. This understanding plays a central role both in establishing the standard
quantum limit of these devices and in finding their optimal point of operation for a
specific application, for instance gravitational wave detection. That section will also
show how the use of squeezed light permits to circumvent the standard quantum
limit in these systems.

Although it is always useful to keep in mind the standard quantum limit as a
reference point, it is just as important to also remember that it is not a fundamental
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measurement precision limit and that it is sometimes possible to evade it. This
is the topic of quantum non-demolition measurements, or back action evading
measurements, to which we now turn. Substantially more detailed discussions of
this topic can be found in the classic book by Braginsky and Khalili [2] and in the
review [3] by C. M. Caves and coworkers.

6.2.2 Quantum Non-demolition Measurements

When discussing the back action of a measurement of the position of a free
particle, we found that because x(t) = £(0) + p(0)z/m the resulting uncertainty in
momentum feeds back into the subsequent evolution of X, limiting the accuracy of
successive measurements. The first measurement has “demolished” the possibility
of making a second measurement of the same precision. However, this would not
be the case if we had chosen to measure p instead of X. Because the momentum is
a constant of motion for free particles,
dp

ioa
— =—-[H,p]=0, 6.18
m h[ p] (6.18)

the uncertainty Ax that results from a first measurement of p with precision Apg
does not feed back into its subsequent evolution, that is, it does not demolish the
possibility to carry out subsequent measurements of p with the same precision. Such
measurements are called back action evading, or quantum non-demolition (QND)
measurements. We now derive a necessary and sufficient condition for an observable
A tobea QND variable.

Let us assume that the observable A has a complete set of eigenstates {|A, u)},
where u labels the states in any degenerate subspace, and that a first measurement of
A returns some eigenvalue A, with a corresponding eigenstate that will in general
be a superposition of the form

V() =Y culdo, 1) - (6.19)

"

The system evolves then freely until the next measurement at time ¢;. During that
time interval the Heisenberg picture operator A(t) changes, but the state | (fp))
does not, so that in general it will no longer be an eigenstate of A(tl). However, if
the second measurement is to produce a perfectly predictable result, that is, in order
to ensure that the free motion of A is not altered by the first measurement, then all
states |y (Ag, n)) within a given degenerate subspace must still be eigenstates of
A(tl), all with the same eigenvalue—which however needs not in general be equal
to Ap. That is, we must have

A(t1)|Ag, 1) = f(Ao)|Ag, )  forall . (6.20)
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This condition must hold for all eigenvalues A, and for all times # in a series of k
measurements. That is, if the measurements sequence starts with the measurement
returning some eigenvalue Ag of A, its subsequent free evolution must leave it in an
eigenstate of A at each time in the measurement sequence.

An observable that satisfies Eq. (6.20) at all times is called a continuous QND
observable, and the simplest way to satisfy that condition is with an observable that
is conserved,

i i[A}?]+8A—0 6.21)
d B ar ’
or
[A(t), AN =0 forall ¢, t'. 6.22)

Examples of continuous QND variables that we have encountered so far are the
momentum p of a free particle, as well as the quadratures X1 and X, and excitation
number N = 4% of the harmonic oscillator.

If, on the other hand, the observable satisfies that condition only at some specific
times, it is called a stroboscopic QND observable, with examples including the
position X and momentum p of the simple harmonic oscillator.

Quantum Mechanics Free Subsystems M. Tsang and C. M. Caves [4] and
K. Hammerer and coworkers [5, 6] realized that it is sometimes possible to
isolate quantum mechanics free subsystems (QMFS) of a quantum system. If this
can be achieved, then all observables in these subsystems are by construction
QND observables. QMFS may find a number of applications in the detection of
feeble forces and fields, including optomechanical sensing, magnetometry, and
gravitational wave detection.

A simple setup to implement a QMFS comprises two harmonic oscillators of
identical frequencies and opposite masses with Hamiltonian

~2 A2

~ D L ho P L5

0= — £ _ , 6.23
2m + 2ma) 1 2m me 1 ( )

where [§, p] = [¢’, p'] = ih. Considering then the variables

A ~ 1

0=q+q P=3(G+p),

S P

¢=§@—¢) M=p-p, (6.24)
it is easily verified that

A ﬁ 13 A N

o) = @) M=-mw?0(). (6.25)
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Since [Q, 1] = 0, this means that the dynamical pair of observables {Q, fI}
formed by the collective position Q and relative momentum I1 forms a QMFS—
and likewise for the pair {dAD, P }.

Implementations of this idea involving for instance two spin ensembles oppo-
sitely polarized along an external magnetic field [7] or a hybrid system consisting
of a macroscopic mechanical oscillator and a spin oscillator [8] were recently
demonstrated. Several other systems have also been proposed, including the use of
mechanical oscillators [4] and ultracold atomic systems with an effective negative
mass component produced by an optical lattice [9].

Interaction with a Measuring Apparatus While the von Neumann postulate
answers the question of what happens to the object during a measurement, it does
not address the question of how the measuring device must be designed to achieve a
desired measurement. To answer this question one needs to account for the presence
of a detector and its interaction with the system to be characterized.

A good measuring apparatus must (obviously) be sensitive to the observable X
of interest, but ideally it should not be coupled to any other system observable. Its
interaction Hamiltonian with the system should therefore be of the form

V =hgXM, (6.26)

where M is an observable of the measuring apparatus and g a coupling constant. It
is easily shown that if X is a continuous QND observable, then its evolution is not
affected by a system—apparatus interaction of the form (6.26).

Broadly speaking one can consider two types of measurements: direct measure-
ments, which are quantum measurements where the system interacts directly with
a classical device, and indirect measurements, which are two-step processes where
the object to be characterized interacts directly with another quantum object—a
quantum probe—whose state has been carefully prepared, the state of the probe
being then reduced through its interaction with a macroscopic detector, for example
an amplifier or a photodetector.

Direct measurements are typically characterized by significant randomness in the
interaction between the object and the detector, and as a result the detector disturbs
the object much more strongly than the minimum required by the Heisenberg
uncertainty relations. As a consequence, much better results can be achieved with
indirect measurements. Still, since the first step of the measurement process involves
the build-up of correlations between the object and the quantum probe, the reduction
of the state of the probe results nonetheless in an irreversible back action on the state
of the object and an irreversible change in that object as well. This key aspect of the
measurement process will be discussed in much more detail in Sect. 6.4.
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6.3 Continuous Measurements

Repeated measurements have become increasingly important in quantum optics,
where they are routinely used for example to monitor the dynamics of trapped ions
or atoms or the optical field in a laser interferometer gravitational wave antenna.
We discussed in Sect.3.5 a crude scheme of repeated measurements of a single-
mode field by a stream of two-level atoms and commented on the considerable
measurement back action associated with them. QND measurements can mitigate
this issue in principle, but they are not necessarily easy to realize. Another way to
minimize the effects of measurement back action consists in probing the system so
gently as to not significantly perturb its subsequent evolution. This is the approach
taken by non-projective weak measurements, to which we turn our attention in this
section. We will show how in the limit of continuous measurements these can
be described in terms of stochastic master equations, or alternatively stochastic
Schrodinger equations. To set the stage for this discussion, though, we first revisit
briefly the role of back action on continuous projective measurements.

6.3.1 Continuous Projective Measurements

As is clear from their name, continuous measurements extract information from the
system continuously. To construct such measurement schemes, time is divided into
a sequence of small intervals Az and a measurement is performed during each of
them.

As in the example of Sect. 3.5 we assume that the system, with Hamiltonian bil , 18
monitored by a stream of j identical and non-interacting particles that successively
interact with it during the intervals t; < t < t;41, with t; = (j — 1)Af,
and At — 0 for continuous monitoring. Information can then be extracted from
measuring the state of the successive probes after they exit the system. We denote
the system observable to be monitored by the Hermitian operator X and assume that
the individual system—probe Hamiltonians are of the form (6.26). The associated
system—probe evolution operators U j are

U = exp [(—i/h)(ﬁ n hg}?Mj)]
N R 1 (At\? /- X oa N2
~ 1= (A 4 hg ki) — 5 (2 (A +ngkat;) +... 627)
so that

o(ti41) = Uj(ADS) T (AD), (6.28)
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where ¢ is the combined system—probe density operator. Since the system is initially
not correlated with the successive probes, we have that 9(¢;) = p(t;)®p; (¢;), where
p and p; are the system and probe density operators.

If the state of the probe is not measured at the end of its interaction with the
system, that is, if the state of the probe is not collapsed into one of its eigenstates by a
direct projective measurement, then the resulting system density operator 5(t;41) =
Trpmbe@(t j+1) 18, to second order in At,

. . iAr A . . 1/AN? (A A
ptj+1) = p(tj) — 7[H +hagX (M), p(t;)] — 5 (7) {[H, [H, p(t)]]

+hg(;) (LA (X 51 + 1K, 1A pep)

+ (P MDIR 1], papIP) (6.29)

where (Mj) and (A;Ijz.) are the mean and mean square of the probe operator M

before the interaction with the system. The term proportional to (M) is the direct
back action of the probe on the system, while the term proportional to (MJZ) is
its fluctuational back action. It introduces random noise in the measurements [2].
Assuming a measurement such that the direct back action can be eliminated,
(M ;) =0, and taking the limit Az — 0 give then

T T

where we have introduced the variance of the probe’s back action force on the
system

o2 =h*g>(M?). 6.31)

It is not surprising that Eq.(6.30) should be of the same form as the master
equations that we encountered in the discussion of system-reservoir interactions,
since as long as we do not follow the state of the probes, they act effectively as
a reservoir that tends to bring the system to a state of equilibrium. Problem 6.4
discusses how this happens for the specific example of a driven two-level system.
Of course the situation changes if projective measurements on the successive probe
particles are carried out, as we saw in the example of Sect. 3.5. Problem 6.5 explores
in particular the quantum Zeno paradox [10] associated with continuous projective
measurements where the state of the probe is determined at each step.
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6.3.2 Positive Operator-Valued Measures

We indicated that rather than minimizing the effects of projective measurements
back action via QND schemes, one can also think of probing the system so gently
as to not significantly perturb its subsequent evolution. This is the approach taken
by the non-projective, weak measurements to which we now turn. This discussion
follows largely the excellent tutorial of Ref. [11], to which the reader is referred for
more details.

Measurements other than projective measurements, and weak measurements
in particular, are conveniently described by generalizing the idea of projection
operators P,. Specifically, if we pick any set of mpmax operators <, with the
restriction

Z Q Q=1 (6.32)

where I is the identity operator, then it is possible to design a measurement with
potential outcomes

i
b=t (6.33)
Tr[2mpi$2m]
occurring with probabilities
P(m) = Tr[ Q2 52,1 (6.34)

and with the total probability of obtaining a result in the range [a, b] given by

b
P(m € [a,b]) = ZTr I [Z Q@ ] (6.35)

m=a

These generalized measurements are referred to as positive operator-valued mea-
sures or POVM. They can be implemented by performing a unitary interaction
between the system to be characterized and an auxiliary system and then performing
a projective von Neumann measurement on that system. They are of particular
interest in the context of weak continuous measurements, to which we now turn,
focusing on an outline of the main steps in the derivation of a powerful and elegant
description of these measurements in terms of stochastic master equations (or
alternatively of stochastic Schrédinger equations).
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6.3.3 Weak Continuous Measurements

As in Sect.6.3.1 we denote the observable to be monitored by the Hermitian
operator X and assume for simplicity that it has a continuous spectrum of eigen-
values {x} with corresponding eigenstates {|x)}, so that (x|x’) = §(x — x’). Weak
measurements of X are characterized by a POVM of the form

A T NAA R
Ala) = <—> / dic e~ 2KBIG=0)? |y () (6.36)
T

—00

where « is a continuous index that labels the spectrum of measurement results. As
we shall see, the parameter k can be understood as a measure of the measurement
strength. A continuous measurement results from making a sequence of these
measurements and taking the limit Az — 0, or equivalently Ar — dr. That is,
more measurements are made in any finite time interval, but each is increasingly
weak.

A key attribute of A(a) is that since it is a Gaussian-weighted sum of projectors
onto the eigenstates of X peaked at «, it provides only partial information about
the observable. To see what this information is, consider a generic state |{) =
f dx ¥ (x)|x) of the system, expanded on the eigenstates {|x)} of X. First, by
applying Eq. (6.34) to the POVM A(a) we have that the probability P («) to obtain
the measurement outcome « is

P(a) = Tr[A@)|¥)(¢]AT(@)], (6.37)

from which it follows immediately that
o0 o n A
(o) :/ do aP(a) 2/ dor o Tr[A(c) " A() [¥ ) (¥ []
—00 —00
_ A / " ar P / " g e’
s —o0 —00

= /OO dx x|y (0)]? = (X). (6.38)

This shows that the expectation value of « is equal to the expectation value of X, as
should be the case.
Inserting next the definition (6.36) of A(«) into Eq. (6.37) gives for the explicit

form of P(x)
4kAt [+ 2 —dkAt(@—x)?
P) =/~ dx [¥ (x)|e . (6.39)
—00
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If At is sufficiently small, the Gaussian under the integral is much broader than
¥(x), and it is possAible to approximate |y (x) |2 by a delta function centered at the
expectation value (X) = (o). We then have that

Pla) ~ | KAL —skar@—2? (6.40)
T

which is a Gaussian of variance o2 = 1/(8kAt) centered at ()A( ). We can therefore
think of « as the stochastic quantity

Aw N Aw

a=X)+o—=(X)+ ——, (6.41)

VAt 8k At
where Aw is a zero-mean Gaussian random variable of variance oiw = At
since 4kAt(a — ()A())2 = Aw?/2At. That is, its root mean square scales as

(A2 1t is this stochastic nature of « that accounts for the random nature of
the successive quantum measurements. Importantly, Eq. (6.41) shows that the larger
the parameter k, the smaller the fluctuations in the measurement outcomes. This
justifies associating it with the measurement strength.

In the infinitesimal limit At — df and Aw — dw the stochastic variable w(¢)
is referred to as a Wiener process, a random walk with arbitrary small, independent
steps taken arbitrarily often. Importantly, one needs to keep in mind that the Wiener
differential dw satisfies the It rule dw? = dr. This might appear surprising since
while dw is a stochastic quantity dr is not, and therefore neither is dw?. This subtle
point is discussed in a pedagogical way in Section 5 of Ref. [11].!

These results permit to numerically determine at each time step the evolution
of the wave function |1/ (#)), subject to measurements characterized by the POVM
A(). The infinitesimal, stochastic change in the quantum state following a single
measurement is given (before normalization) by

W+ AD) < A@)|y (1)) o e KM@=y (1) (6.42)

Inserting the expression (6.41) for « into this equation, expanding the exponential to
first order in At — dt, but keeping terms up to second order in the Wiener process
dw, a necessary step since dw? = dr, give

Wt + di)) = [1 —2kX%dr + X (4k<f()dt + /2kdw + kf(dwz)] V() .
(6.43)

IThe basic rule of Itd calculus is that dw? = dr, and dr2 = drdw = 0. To use this calculus,
count the increment dw as if it were equivalent to +/dz. As an example, if dx = «dt + Bdw and
y = exp(x), then dy = exp(x + dx) — exp(x) = exp(x)[exp(dx) — 1] is obtained by expanding
exp(dx) to second order and keeping terms up to first order in d¢ but second order in dw, with the
result dy = y[adt + Bdw + (B2/2)dt], see Ref. [11].
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Finally normalizing |y (¢ 4 dt)) results in the stochastic Schrodinger equation
dly) = [=k(X — (X))*dt + V2k(X — (X)dw]ly (1)), (6.44)

where d|y) = | (¢+dt))— | (¢)) and the expectation values are taken using |y (¢)).
This equation describes the evolution of the system conditioned on a specific stream
of random measurement results

A dw
dy = (X)dt + — 6.45
y ()l+\/@ (6.45)

in that time interval. The successive measurements give the expected value ()A( )
plus a random component due to the width of P(«). The measurements record is
called a quantum trajectory, just like in Sect. 5.4.1, albeit for a very different type
of measurement. In the present situation it describes the result of weak continuous
measurements, while the quantum jumps characteristic of Monte Carlo trajectories
considered in that earlier section could be interpreted as resulting from projective
measurements effectively performed by the environment.

The stochastic Schrodinger equation (6.44) can also be written in terms of a
density operator p as the stochastic master equation

dp = (dI¥) (¥ + [¥)(d¥]) + (dly)d(y])
— —K[R[X, p11dr + V2K (f(,a 1R — 2(;?);3) dw (6.46)

where we have kept all terms proportional to dw?.

Importantly, Egs. (6.44) and (6.46) only account for the effect of the continuous
weak measurements. A full description of the system must include also its unitary
evolution from the Hamiltonian H not associated with the measurement process,

dly) = —%mw)dt or dp= —%[1?, pldr .

6.3.4 Continuous Field Measurements

As an illustration of continuous weak measurements we revisit the example of
Sect. 3.5, where we considered the repeated measurements of a single-mode field
confined in an optical cavity by a sequence of two-state atoms acting as probes. We
now modify this scheme so that the interaction of the field with the successive atoms,
taken to form a continuous stream, is described by a weak measurement POVM. As
a result the field dynamics is then governed by a stochastic Schrodinger equation of
the general form (6.44).
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We consider both the case where the atom—field interaction is resonant and
described by the Jaynes—Cummings Hamiltonian (3.1)

A~

H, = Lhwob. + hwa'a + hg (644 +a'6_) (6.47)
and the off-resonant regime described by its dispersive limit (3.14),
Hy ~ $hwoé, + hoa'a + hged'a s, . (6.48)

Here g; = g%/A and the vacuum induced light shift (5g%/A) of state |e) has been
absorbed in the atomic Hamiltonian, w, — w, + fig?/A, as discussed in Chap. 3.
Measuring the state of the successive atoms as they exit the resonator provides
information on the field, following well-established methods of cavity QED that
will be discussed in the next chapter.

Absorptive Measurements We first consider the resonant situation wg = w and
assume that the successive atoms are prepared in their ground state |g). Their
interaction with the optical field induces Rabi changes in the atomic state that can
then be monitored by indirect projective measurements on the atoms after they
exit the cavity. Each series of measurements results in a stochastic measurement
sequence, or quantum trajectory “j” described by the stochastic wave function
[¥;(1)) of Eq.(6.44), adapted to the system at hand. Since the Hamiltonian I:Ia
corresponds to measurements of the amplitude of the single-mode field the relevant

system observable is X = (4 + a") and one finds readily, with o_|g) = 0, [11, 12]

. R A~ /\'I‘ 2
dly (1) = {[—1Ha Y (afa _ataha+ M)} dr

h 2 4
. (a+a’
+ Via <a — %) dw} [ (1)), (6.49)
where the measurement strength A, = gt can be controlled by varying the

atomic transit time t. The term proportional to A, on the right-hand side of
Eq. (6.49) accounts for the measurement-induced dissipation of the intracavity field,
a consequence of the absorption of photons by the successive probe atoms. The
stochastic term proportional to /A, and to the Wiener process dw describes the
stochastic changes of the intracavity field about its expected value (4 +a ") resulting
from the measurement outcomes.

Dispersive Measurements In this second measurement scheme the atoms are far
off-resonant from the optical field, and we assume that they are prepared in the
coherent superposition |+) = (le)+1g))/ V2 of the ground and excited states before
entering the resonator. Information on the intracavity field is then inferred from a
change in the phase of the atomic state. The effect of the measurements on the
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optical field is now described by the stochastic Schrodinger equation

1 A 1
dly () = H:_%Hd — (7 — (fl>)2} dr + aq(n — (ﬁ))dw} [V (),
(6.50)

where Ay = gﬁr [13].

Like Eq.(6.49) this equation comprises two contributions, but the underlying
physics that they describe accounts for the important differences in the back action
of the two measurement schemes. Specifically, because the non-resonant atom—field
coupling V; = fhigga‘aé, of Eq.(6.48) is a QND interaction for the photon number
i, = a'a, the dissipative channel of Eq. (6.49) is replaced by a number conserving
term, resulting therefore in additional damping of the phase of the optical field.

Figure 6.2 shows several stochastic trajectories corresponding to these QND
measurements. Each path corresponds to a different initial seed value for the
random noise generator and traces an individual continuous QND measurement
of 7. The estimated photon number fluctuates immediately after the measurement
starts, but these fluctuations diminish as the measurement sequence proceeds. The
distribution of final estimated values of (1) reflects the stochastic nature of light, and
the computer simulations confirm that the distribution of estimates of the photon
number n tends to coincide with the initial photon number distribution.
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Fig. 6.2 Typical stochastic trajectories for the dispersive measurements of the photon number in
a field initially in a coherent state. Arbitrary units. (Adapted from Ref. [13])
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6.4 The Pointer Basis

We now return to a point briefly brought up in Sect.6.2.2 and related to the
importance of the environment on the measurement process. When discussing
quantum measurements we indicated that the system to be measured is coupled
to a detector, or probe, itself a quantum object, and that this probe is in turn coupled
to the environment, a quantum object as well. So far we have however not really
addressed the reason for this additional coupling.

The key point here is that the Schrodinger equation predicts a fully reversible
time evolution, and yet a specific measurement results in a single outcome that is
a classical quantity, “cast in stone.” To quote John Wheeler [14] “No elementary
quantum phenomenon is a phenomenon until it is a registered (‘observed, indelibly
recorded’) phenomenon, brought to a close by an irreversible act of amplification.”
This brings up the fundamental question of what introduces classicality in an
otherwise quantum world. If we assume that quantum physics is the fundamental
theory of the Universe, then the Universe is itself a quantum object, and since it
is a closed system (by definition of the Universe) its evolution must keep it in a
pure state. Classicality must therefore be an emerging property, associated somehow
with the ignorance associated with considering only subsystems of the full Universe.
As we have seen in Chap. 5, the coupling of such subsystems to their environment
can for all practical purposes introduce irreversibility in their otherwise reversible
behavior, so it makes considerable operational sense to include them as the final
element of the measurement process.

To further illustrate the difficulty associated with the lack of irreversibility when
coupling a quantum system to a probe consider the simplest quantum system, a
single two-state system initially in the state

1
|1//>5=E[|1)+|0)]s, (6.51)

and a probe that is likewise a two-state system. Assume for concreteness that their
interaction leaves the combined system in the state
1

V) = ﬁ[|1>s 1P +10)s510) p] (6.52)

that maps the state |1) g of the system to the state |1) p of the probe, and its state |0) g
to the state |0) p. The corresponding density operator is simply

R 1
psp = §[|1’ D(1, 1] + 1, 1)(0, 0] + 10, 0)(1, 1| 4-10, 0)(0, 0] ] 5 - (6.53)

‘We might (carelessly) decide to associate the mapping of the system to the probe
with the diagonal elements of psp and the probabilities that they provide. However,
this would be not just careless, but also incorrect. This is because we could just as
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well describe the state (6.52) in the {|+), |—)} basis of the system and probe, with
|£) = %[ [1) £ |0) ]. It is easy to verify that the state of the combined system would
then read

1
V) = E[H‘)S I+ p +1=)s|=)prl. (6.54)

However, the diagonal elements of the corresponding density operator

. 1
Psp = SLI Yk ) = = =) = =) (= s
(6.55)

are completely different from those of the density operator (6.53), although they
both describe precisely the same state! Why then should we not associate the
mapping of the system to the probe with the diagonal elements in the {|+), |—)}
basis instead? There is nothing at this point that allows us to favor one representation
over the other, and it is indeed incorrect in general to associate the diagonal elements
of p with classical probabilities.

Since there are an infinite number of bases on which to expand the state of the
system, there are also an infinite number of equivalent density operators that contain
the same information, with different elements on their diagonal. There is therefore
no unambiguous way to associate pure states with classical probabilities: In order
for the measurement to produce a classical result, pure states must be somehow
transformed into mixtures. This was already realized by J. von Neumann when he
postulated the nonunitary “reduction of the wave function” in order to project pure
states into an appropriate mixture that depends on the measurement being carried
out.

As stated by W. H. Zurek in his analysis of the measurement problem [15, 16],
“the role of measurements is to convert quantum states and quantum correlations
into classical, definite outcomes.” Since a unitary transformation is involved in the
interaction between the system and the probe, and hence the purity of pure states is
preserved, a way must be found to eliminate the maximum quantum information
characteristic of that state, or perhaps more accurately, to disperse it to a place
where it is not accessible to the detector. The considerable merit of the pointer basis
approach is the additional role played by the environment: in addition to providing
the loss of information and irreversible system dynamics that we are already familiar
with, it plays in addition a fundamental role in determining a preferred basis for the
detector. This pointer basis is immune to environmental decoherence and defines a
classical measuring apparatus unambiguously.

To see how this works more concretely, let us include, in addition of the coupling
of the system to the probe, a coupling of the probe to the environment, so that they
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become correlated either through an interaction \7](,1];, resulting in a state of the form

1
V) = E[Il, Dsp ®[1)E +10,0)sp ®0)£] (6.56)
or alternatively through an interaction VI(JZI:Z resulting in the state
1
lp) = E[H’ Hsp®IHEe+ |- —sp®I-)e]. (6.57)

Tracing over the environment results in the first case in the system—probe density
operator

R 1
P = SLIL DL 1 +10.0)(0. 01 s (6.58)

and in the second case to

N 1
553 = FLH ) H + 1= ) = — s (6.59)

a result reminiscent of the discussion of entanglement monogamy, see for instance
Eq. (4.14). The coupling V},‘g of the probe to the environment results in the selection
of the {|1), |0)} pointer basis after tracing over the environment, and hence in the
unambiguous measurement of the classical probabilities to find the system in states
[1) or |0). For the probe—environment coupling VI?,;, in contrast, the resulting
pointer basis is the set of states {|4),|—)}, with the probe measuring then the
classical probabilities of finding the system in either state |[+) or |—). That is, while
the system—probe coupling develops the quantum correlations needed to learn about
the system, it is the coupling of the probe to the environment that develops the
additional correlations that, when traced over the environment, select the observable
measured by the probe.

The results and insight gained from this simple example can easily be generalized
to any system—detector combination and to a variety of environments. Environments
have typically a very large number of degrees of freedom, and their interaction
with the probe must be described carefully, see in particular Refs. [15, 17]. The
main conclusion of this analysis is that the detector—environment coupling should
preserve the relevant diagonal elements of the system—detector density operator.
This will occur only if it leaves the diagonal terms of the system—detector density
operator invariant, that is, if it commutes with the projection operators that appear
in that diagonal.

Calling Vp the probe—environment coupling Hamiltonian and {| B;)} a complete
orthonormal set of desired pointer basis states, this implies that

> e[ Ver. 1B (Bl | =0, (6.60)
k
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for all py real with )", px = 1, that is, not surprisingly the operator ), |B)(Bx|
must be a quantum non-demolition operator with respect to its coupling to the
environment.

Problems

Problem 6.1 Consider a system described by the Hamiltonian H(A, B), where
the operators A and B are conjugate variables. Can they be simultaneous QND
observables of the system, and why?

Problem 6.2 Show that the quadratures

R ) L R
X = 2 [fzem +aTe_"”t] ; Xo=—

[&elwt _ &Te—m)t]
maw

2mw

are QND variables of the harmonic oscillator.

Problem 6.3 Carry out the steps that lead from Eq. (6.27) to Eq. (6.30),
i~ I 5 a5 .
= _E[H’ pl— ﬁGM[X[X, pll.

Problem 6.4 Consider a system consisting of a two-level atom driven by a classical
field, and described in the rotating wave approximation by the Hamiltonian (1.60),

A

1 S N
Shand. —d[6LEYR.1) +6_E~(R.1)].

For an atom initially in its excited state |e) determine the dynamics of this system
under the combined effects of the classical field ET(R,t) and of continuous
measurements on the dynamics of this system, assuming that the state of the
probe is not measured at the end of its interaction with the system. Show that the
measurements result in the evolution of the system toward a stationary state, and
determine both that state and the rate at which it is reached.

Problem 6.5 The quantum Zeno paradox— This problem addresses the quantum
Zeno paradox, the fact that the evolution of quantum systems can be inhibited
by measuring it frequently. It was first discussed theoretically by E. C. G. Sudar-
shan and B. Misra [10] and first demonstrated experimentally by W. Itano and
colleagues [18].

We consider an observable A of some system described by the Hamiltonian H
that is monitored by a series of instantaneous measurements, separated by an interval
At, that put the system in one of the eigenstates |v,,) of A. We assume that the
measurements are “exact,” in the sense that they barely induce transitions from one
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to some other eigenstate of A and do not affect the free evolution in the intervals
between measurements.

(a) Assuming that the system is left in the eigenstate |,,) after a first measurement,
show that just after the next measurement its probability to still be in that state
is, to lowest order in At,

where oén = [Wn |H2Y) — (Yn |I:I|1pn))2] is the variance in energy of the
initial state |y, ).

(b) Show then that after sequence of k measurements over an interval T = kAf and
the limit of continuous monitoring, At — 0 and k — 00, the probability to still
be in the initial state |v,,) at time T becomes

TAr\? 2
Pn(T) — exp —<?> OF,

so that in the limit A+ — 0 we have p,(t) = 1, that is, the system remains in
its initial state, no matter how long the total measurement time t. This effect is
known as the quantum Zeno paradox [10].

Hint: Remember the identity e* = lim,— (1 4+ x/n)".

Problem 6.6 Carry out the steps that lead from Eq. (6.42) to the stochastic differ-
ential equation (6.44).

Problem 6.7 Show that for the absorptive measurement of a single-mode intra-
cavity field amplitude X = a + a' the stochastic equation (6.44) results in the
form (6.50),

1~ 1
dly;(1) = ”:—%Hd — 7 (7 — (ﬁ>)2} dt + v/Aa(A — (ﬁ))dw} [V (1))

Problem 6.8 Write a program to simulate the stochastic equation of Problem 6.6
numerically for (a) a field initially in a coherent state |«) and (b) a number state, both
with (n) = 9. Plot a sample of several characteristic resulting stochastic trajectories
as a function of time.
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Chapter 7
Tailoring the Environment—Cavity QED e

It is possible to create electromagnetic environments where spontaneous
emission can be enhanced or inhibited, or even becomes reversible. This
is the domain of cavity QED. Following a review of its basic aspects we
discuss the micromaser, where a tailored environment allows to produce
strongly nonclassical radiation. We also consider the off-resonant situation
where a single atom operates as a dispersive medium. We then transition to
the quantization of LC electric circuits and superconducting qubits, which
permit to extend cavity QED to the emerging area of many-body circuit
QED and the possibility to reach extremely high atom—field couplings. The
chapter concludes with a brief introduction to the Casimir effect.

As apparent from the previous chapters, quantum optics deals with the dynamics
of coupled quantum systems that can be as small as one or two atoms or a single
mode of the electromagnetic field, or very large like an electromagnetic continuum
of modes, an atomic vapor, or perhaps a solid in which a handful of qubits are
embedded. Their coupling may be under superb control, as for instance in quantum
cryptography experiments, when trying to detect extraordinarily faint signals, or
when making measurements of exquisite precision. In other cases it is much less
so, in particular when dealing with the unavoidable coupling of a system to its
environment, a coupling that can also lead as we have seen to the emergence of
classical dynamics.

As early as 1946, E. M. Purcell et al. [1] observed an increased spontaneous
emission rate of several orders of magnitude when an atom was surrounded by
a cavity tuned to the transition frequency of the atom. This observation was
later further elaborated upon by D. Kleppner [2], who discussed theoretically the
possibilities of enhanced and inhibited spontaneous emission. With hindsight the
fact that controlling the rate of spontaneous emission should be possible is not
surprising: the Weisskopf—Wigner theory of Sect.5.1 shows that the spontaneous
decay rate of an atom depends explicitly on the mode density of the electromagnetic
field. It follows that it must be possible to modify it by manipulating the density
of modes, that is, by controlling the electromagnetic environment. Still, it took a
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few more years before experimental capabilities permitted to achieve this goal in
a controlled way, first in the microwave regime, and later in optical resonators,
opening up the field of cavity quantum electrodynamics, or cavity QED. Progress
in this direction has now reached the point where it is even possible to create
electromagnetic environments where spontaneous emission becomes reversible, the
environment ceasing to behave as a Markovian reservoir where energy is forever
dissipated.

Following a review of the basic aspects of cavity QED this chapter discusses
in some detail the micromaser, where a tailored environment allows to produce
radiation that is strongly nonclassical, in contrast to the situation in conventional
lasers. We also consider the off-resonant situation where a single atom operates as a
dispersive medium that can for instance be exploited to generate optical Schrodinger
cats, or perhaps more accurately Schrodinger kitten. We then transition to the use of
“artificial atoms” in the form of superconducting qubits that permit to extend cavity
QED to the emerging area of circuit QED. These systems raise the possibility to
reach atom—field coupling constants in the ultrastrong coupling regime introduced
in Sect. 3.6, in addition to offering much promise for quantum information science
and technology applications.

The chapter concludes with an introduction to the Casimir effect. In 1948 H.
Casimir realized that the vacuum forces are dependent on the geometry of the
system in which they are contained, resulting in particular in an attractive force
between two conducting plates facing each other due to the simple presence of
the electromagnetic vacuum. An important physical quantity when discussing the
Casimir force is the radiation pressure exerted from light on massive objects. As
such this force, in addition to being arguably the simplest manifestation of a tailored
vacuum, also provides a natural bridge to the discussion of the mechanical effects
of light that comprise much of the next three chapters.

For a much more complete presentation of cavity QED the reader is referred to
Chap. 5 of “Exploring the Quantum—Atoms, Cavities and Photons,” by S. Haroche
and J.-M. Raimond [3], a wonderful text that covers this topic in considerably more
detail and depth than can be done in this short chapter.

7.1 Enhanced and Inhibited Spontaneous Emission

7.1.1 Master Equation for the Atom—Cavity System

A simple theoretical model that permits to identify the three main regimes of
spontaneous emission in tailored environments consists of a single two-level atom of
transition frequency wg trapped in an open-sided Fabry—Pérot cavity and effectively
interacting with a single cavity mode of frequency w = wg. This situation can
be realized if the cavity length L is short enough that the axial mode frequency
separation ¢/2L is large compared to the dipole coupling frequency between the
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Fig. 7.1 Fabry-Pérot cavity with a standing wave mode of frequency w interacting with an atom
of center-of-mass momentum p. The rates y and « account for atomic losses into the free space
background and cavity losses due to imperfect mirrors and diffraction, respectively

atom and that mode, their detuning |A| = |wg — |, as well as the cavity decay
rate—or, in the microwave regime, if ¢/2L is large compared to w and wy.

Under these conditions, and neglecting the effects of transverse modes for now,
the subsystem consisting of the atom and field mode can then be described by the
Jaynes—Cummings Hamiltonian (3.1) with spatially dependent dipole coupling

1

g(z) = —(d&y/2h) cos K z, (7.1)

where z is the position of the atom along the resonator axis.

As we have already discussed, it is impossible in practice to perfectly isolate it
from the external world. In contrast to the situations that we have encountered so
far, it should be thought of as interacting with (at least) two reservoirs: The first
one is associated with the coupling of the atom to the free space electromagnetic
background through the sides of the resonator, and the second one to the coupling of
the cavity mode to the outside world via mirror losses and diffraction, as illustrated
in Fig.7.1. The first process is important in open cavities and cannot be ignored
then. It results in an incoherent decay of the excited atomic state a la Weisskopf—
Wigner, but at a rate y that can be significantly different from the free space rate
I of Eq. (5.18). The second reservoir accounts for the irreversible escape of cavity
photons.

Due to the additive nature of the two decay mechanisms the single reservoir
master equation of Chap. 5 can readily be expanded to a form whose non-Hermitian
component now comprises two contributions. The first one, given by Eq. (5.57),
accounts for the dissipation of the cavity field mode at rate ¥ and the second one,
given by Eq. (5.66), for a spontaneous emission of the atom at rate y into the subset

'We will return to this important point later in this section.
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of the free space modes determined by the solid angle over which the atom “sees”
that background.

Decomposing the master equation as in Sect. 5.4.1 as the sum of a contribution
from a non-Hermitian effective Hamiltonian ﬁeff and the two jump operators ﬁK
and ﬁy associated with these decay channels it becomes, at zero temperature,

dps i N A
& = | Heiths — A HI + Lelp1+ Ly [5]. (7.2)

Here
Hett = Hy + Hioss, (7.3)
where Hj is the J aynes—Cummings Hamiltonian (3.1) and
Hioss = —%[y[u&_ +xa'a). (7.4)
The Liouvillian
Le1p) = rapsa’ (7.5)

accounts for quantum jumps associated with the dissipation of the cavity field mode
at rate x and

Ly, [0] = y6-pso+ (7.6)

accounts for those associated with the spontaneous decay of the excited atomic state
le).

We are interested in the spontaneous emission of the excited atom in the cavity
environment, or more precisely perhaps, in the dynamics of the small atom—cavity
mode subsystem initially in the state

[¥(0)) = |e, 0) (7.7)

and coupled to its two reservoirs. As we have seen in the discussion of the Jaynes-
Cummings model, in the absence of dissipation, the total number of excitations in
the atom—field mode subsystem, one in the present case, remains constant. However,
the coupling to the reservoirs involves the loss of excitation from the small system.
Consequently there are now three relevant states involved in its dynamics: the “one-
quantum” states |e, 0) and |g, 1), and the “zero-quantum” state |g, 0).

Following the Monte Carlo wave function approach of Sect. 5.4 we proceed by
introducing the unnormalized one-quantum state

[Y (1)) = Coe 22 |e, 0) + Cy e2/%|g, 1), (7.8)
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where A = wp — w. It is governed by the effective non-Hermitian Schrédinger
equation

dly (1))
dt

il

= Her|y (1)) , (7.9)

which describes the evolution of the system within the one-excitation manifold. In
addition, the transitions to the zero-quantum state |g, O) are driven by the quantum
jumps

V) = VKaly) or |¥) — /¥y 6-[¥) (7.10)
for events resulting in cavity field mode and atomic energy dissipation, respectively.

The Schrodinger-like equation (7.9) yields the probability amplitude equations
of motion

dC. (1) :

o = /G0 —igC1), (7.11)
dCe() . :
P Ta (A —k/2)Cq(t) —igCe(2) . (7.12)

At this point it is useful to distinguish between two qualitatively different regimes. In
the first one the irreversible decay rates « and y dominate over the dipole interaction
between the atom and the cavity mode, whose strength is given by g. This is
traditionally called the weak coupling regime, or bad cavity limit. In contrast, the
strong coupling regime, or good cavity limit, is characterized by the fact that the
coherent interaction between the atom and the cavity mode dominates over the
irreversible decay mechanisms. In the closed superconducting cavities sometimes
used in microwave experiments we have y >~ 0, so that the strong coupling regime
corresponds to g >> « and the weak coupling regime to g < «. In contrast, most
optical cavities encompass only a small fraction of the free space solid angle 4, so
that y < T. In this case, the strong coupling regime corresponds to g > {I", x} and
the weak coupling regime to g < {I', x}.

7.1.2 Weak Coupling Regime
Formally integrating Eq. (7.12) gives readily
t ) ,
Co(t) = —ig / dr’ C,(t")eiA /A=) (7.13)
0

Assuming consistently with the weak coupling condition g <« {T’, «} that C.(¢")
varies slowly compared to 1/(JA| + |«|/2) it can be taken outside the integral and
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evaluated at t’ = ¢, a step that we recognize from the discussion of the Markov
approximation. That is, all memory effects in its evolution are effectively washed
out by the dissipation of the intracavity field and the evolution of the one-excitation
manifold becomes Markovian. From Eqgs. (7.11) and (7.12), this requires that g and
y are small compared to |A| + |« |/2. The remaining integral gives, for z > k!,
ig 4
Ce(t) = mCe(t) , (7.14)

and, after substitution of this expression into Eq. (7.11),

dCe(r) [ g* (k)2 +iA)

- S Y ey }Ce(t). (7.15)

Hence, the upper electronic state population p,(#) undergoes an exponential decay
at the rate

Yetf =Y + Ve, (7.16)
where the term
_ (% ! (7.17)
e=\"« )1+ am? '

accounts for a contribution to the upper atomic state damping from the dissipation
of the intracavity field. In the free space limit k — oo and y — T, yeft reduces as
it should to the Weisskopf—Wigner result I

Closed Cavity Consider now the case of a closed cavity, y = 0, so that yeff = ¥.
Assume also that the atom is at an antinode of the field mode, so that cos(Kz) = 1.
Expressing the dipole matrix element g in terms of the free space decay rate I" using
Eq. (5.18) with &, = /hiw/eV and introducing the guality factor of the resonator
0 = w/k we find at resonance A = 0

30 (A3
Ye = VYmax = ) <7) r, (7.18)
where A = 2w ¢/w. The enhancement factor
30 (A3
V"F‘a" = —432 (7) (7.19)

is called the Purcell factor. For sufficiently high quality factors Q and transition
wavelengths comparable to the cavity size, this expression predicts a considerable
enhancement of the spontaneous emission rate as compared to its free space value.
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This is essentially the effect observed by E. M. Purcell and first quantitatively
verified by R. Goy et al. [4].

Equation (7.17) also predicts an inhibition of spontaneous emission for atoms far
detuned from the cavity resonance frequency w. For instance, for |A| = @ we have
for QO > 1

- <L> __3 <£) r (7.20)
Ye = Ymax 4Q2 = 167Z2Q % . .

For large quality factors it is therefore possible to almost completely switch off
spontaneous emission, an effect first demonstrated by R. Hulet and colleagues [5].

We note that Eqgs. (7.18) and (7.20) seem to imply that a transition wavelength
comparable to the cavity size is necessary to obtain a significant enhancement
or inhibition of spontaneous emission. This turns out to be incorrect, however,
and results from an oversimplified description of the cavity modes that neglects
transverse effects. In particular, in the case of a confocal resonator of length L
and for Gaussian modes of waist wg = «/LA/m the possible wavelengths are
given by L = (g + 1/4)1/2, where ¢ is an integer, and the mode volume is
v o= nw%L/4 = (¢ + 1/4)?23/16. In this case, the wavelength dependence
in Egs. (7.18) and (7.20) largely disappears, demonstrating that wavelength-size
cavities are not required in general to observe enhanced or inhibited spontaneous
emission.

Propagation Effects It may be useful at this point to make a general comment on
the dependence of the spontaneous emission rate on the cavity density of modes. The
mode structure depends on the boundary conditions imposed by the cavity, and one
may wonder how the atom can initially “know” that it is inside a cavity rather than
in free space. Is there some instantaneous action at a distance involved, and if not,
what is the mechanism through which the atom learns about its environment? The
single-mode theory presented in this section does not permit to answer this question,
since it cannot account for the propagation of wave packets along the cavity axis.
Using a proper multimode theory, J. Parker and C. Stroud [6] and R. J. Cook and P.
W. Milonni [7] showed that there is a simple answer to that question. In a real cavity,
the initially excited atom starts to decay while radiating a wave packet in the form
of a multimode field that propagates away from it. Eventually, this field encounters
the cavity walls, which reflect it. The reflected field acts back on the atom, carrying
information about the cavity walls as well as about the state of the atom itself at
earlier times. Depending upon the phase of this field relative to that of the atomic
polarization, it will either accelerate or prevent the further atomic decay. But for
times shorter than the transit time between the atom and the cavity walls and back,
it always decays at its free space rate.
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7.1.3 Strong Coupling Regime

We now turn to the strong coupling regime, characterized by the fact that the
coupling g between the atom and the cavity mode is now large enough for a photon
emitted into the cavity to have a significant probability of being reabsorbed before it
escapes the resonator. To analyze this regime we first consider the general solution
of Egs. (7.11) and (7.12) for arbitrary values of y, k, and g,

Ce(t) = Co1 €1 + Cep ™', (7.21)
where
1/y « . 117y k. \2 21/2
= (% ——A):I:— (- ——A) 4 7.22
s 2<2+2 ' 2[2+2 ' g} (7.22)

and the constants C,; and C,; are determined from the initial conditions C,(0) = 1
and C,(0) = 0.
In the strong coupling regime g > y, « these exponents reduce to

1/y « . .

az=—3 (2 +3 m) tig, (7.23)
and the amplitude of their imaginary part is much larger than that of the real part. As
a result the evolution of the upper state population consists now of slowly decaying
oscillations at the vacuum Rabi frequency 2g, see Fig.7.2. These vacuum Rabi
oscillations were first observed in the microwave regime by M. Brune et al. [8].
In this regime, the spectrum of spontaneous emission consists of a doublet of
Lorentzian lines of equal widths (y + «)/4 and split by the vacuum Rabi frequency
2g, rather than the familiar Lorentzian associated with free space exponential decay.

Fig. 7.2 Atomic excited state A
probability as a function of 1 l
time, in dimensionless units.
The dashed exponentially .
decaying curve is for the p ‘-’(t) R

weak coupling regime, and |
the solid damped oscillations
correspond to the strong

coupling regime [
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A simple physical interpretation of that spectrum can be obtained from the
Jaynes—Cummings dressed energy spectrum (3.5) of the atom—cavity mode system,

Eiy = h(n+ Ho +hQ,
Eyy =h(n+ Ho —hQy, (7.24)

where

1
Q= A2 +4g2(n+1). (7.25)

In the case of spontaneous emission the atom—cavity system is initially in the one-
quantum manifold, and there are only two allowed transitions, |1,0) — |g,0) and
|2,0) — |g, 0). The frequencies of these transitions are —A /2+2g, consistent with
the result of Eq. (7.23).

7.2 The Micromaser

So far we have considered the spontaneous decay of a single atom at rest inside the
optical or microwave resonator. An interesting extension consists in injecting a beam
of atoms transversally through the cavity, at a rate low enough that only one atom
at a time is present inside the resonator—at least if one wishes to avoid collective
effects such as sub- or superradiance, see Fig. 7.3. This situation is reminiscent of the
discussions of Sect. 3.5, where a stream of atoms was used to gain information on an
intracavity field, and of Sect. 6.3.4, where this measurement scheme was improved
upon by using weak continuous measurements of the field, again using a stream of
atoms as probes.

Our present goal is however different: rather than using the atoms as field sensors
we now exploit them to build a specific intracavity field in the presence of weak
dissipation. We have seen in the previous section that in the strong coupling regime
atoms injected in their upper state |e¢) undergo damped vacuum Rabi oscillations.
One can therefore expect that if the time the atoms remain inside the resonator and
the rate at which they are injected are just right, they will tend to deposit their energy
inside the resonator and build the intracavity field. As such this system is reminiscent
of traditional lasers or masers, but with the field built up “one photon at a time.”
Since in this system only one atom at a time is inside the resonator, instead of the
vast numbers characteristic of usual lasers and masers, this system is called a “one-
atom maser,” or micromaser. This is a deceptively simple idea, but not surprisingly
its experimental realization, first achieved by H. Walther and collaborators [9], is
much less so.

Theoretical Model If the cavity transit time of the individual atoms is much shorter
than both the spontaneous emission time 1/y and the cavity mode decay time 1/x,
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Fig. 7.3 Schematic of a micromaser, with a beam of two-level atoms traversing a high-Q single-
mode microwave cavity at a rate such that at most one atom is present in the cavity at a time. If
desired, information on the state of the field can be inferred from atomic state measurements after
they exit the resonator, in many cases in the form of state-selective field ionization. This approach
is often favored in microwave cavity QED due to the absence of good single-photon detectors in
that wavelength regime

one can separate the evolution of the atom—field system into alternating intervals,
where an interval during which an atom is inside the resonator and the dynamics is
governed by the Jaynes—Cummings Hamiltonian is followed by a period where the
resonator is empty and the field dynamics follows the master equation (5.57) for a
damped harmonic oscillator.

Consider then the evolution of the system, starting from the time #; when the ith
atom enters the cavity. At that instant the atom and the field are uncorrelated, so that
the state of the combined atom—field system is

Paf (ti) = pa(ti) ® pr(t;), (7.26)

with 0, (#;) and p 7(t;) the atomic and field mode density operators, respectively.
After a transit time t the atom exits the resonator, leaving the field in the state

p(ti + 7) = Traoml{U (0) oy 1)U ()} = F(O[H(1)], (7.27)

where U ) = exp(—iﬁ t/h) and H is thAC Jaynes—Cummings Hamiltonian (3.1).
This equation also defines the operator F(t), which we use in the following to
simplify the notation.

Importantly, in contrast with the repeated field measurements of Sects.3.5
and 6.3.4, or the Schrodinger cats generation to be discussed in Sect. 7.3, we focus
here on the situation where the internal state of the successive atoms is not measured
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after they exit the resonator. Between #; + t and the time 7,11 at which the next atom
is injected, the field then simply dissipates energy at rate k = w/Q, with its density
operator governed by the master equation (5.57)

dﬁ:AA__CU JEPIN A AN AT
i L[p] = —ZQ(nth-i‘ Dla'ap(t) —ap(t)a'l
— 2 anlpraat —atpnal + he (7.28)
20 th .C. .

If waiting long enough it would reach a thermal steady state with a temperature-
dependent mean number ng, of thermal photons? so clearly the next atom needs
to be injected at a time #;41 before this can happen. At that time the field density
operator is simply given by

ptiy1) = exp(Lt,) F(D)p (). (7.29)

More concretely, if the successive atoms enter the cavity in their excited state
le) and the field is initially diagonal in energy, the reduced field density operator is
easily verified to remain diagonal at all times and it is sufficient to concentrate on its
diagonal elements p, = (n|ps|n). The atom—field density operator as the ith atom
enters the cavity is then

pay(t) = le)el ® Y pu(t)In)(nl . (7.30)

and in the resonant case w = wy the reduced field density operator becomes simply,
with Egs. (3.20) and (3.21),

P+ 1) =) puty) cos®(g/nD) ) (] + sin® (g/n + T0)ln + Iy {n + 1.
’ (7.31)

The diagonality of the field is preserved during its decay, so that the master
equation (7.28) can be restricted to its diagonal elements

dpn
dr

= —k(nn + Dlnpy — (0 + Dppg1] —knwl(n + Dpp —npp—1]. (7.32)

ZInstead of labeling the mean number of thermal photons by 7 as in Chap. 5, we use here the less
compact but more descriptive notation ng,, while “(n)” denotes the average photon numbers over
the successive atoms driving the micromaser.
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Under these conditions, successive iterations of the Jaynes—Cummings and field
dissipation sequence eventually yield a diagonal steady-state field density matrix
ost» which is the solution of this equation with A(f; 1) = A(#;).3

As a final step we assume that the atoms enter the cavity according to a Poisson
process with mean spacing 1/R between events, where R is the atomic flux, and
average over the random times 7, between events. Since () depends only on
earlier time intervals, it is statistically independent of the current exp(ﬁt,,), and we
can factor the average of o(#;+1) as

(A1) = (exp(L1p)) F(T)(p(1:))

R fo iy expl—(R — Dyt F (@) (5(1)

R ﬁﬁmm(n)) : (1.33)

In the last step we have averaged the damping operator exp(ﬁt p) Over an exponential
distribution of intervals between atoms with average injection rate R. In steady state

(p(ti+1)) = (p(t;)) = p, so that
RI1—F®lp=Lp. (7.34)
This leads, with Egs. (7.31) and (7.32) and after some straightforward algebra, to

nmk + R sin?(g/nt) _

DPn = (1 + Dk Dn—1, (7.35)
that is,
_ _ 1 nmk + R sin?(gVkT)
pe= o L1765
_ nn \" - NY\ .,
= 7o <1 +nth> L[l [1 + (@) sin (W@)} (7.36)

with po determined by the normalization condition ), p, = 1. In the second line
we have introduced the dimensionless parameters

N = R/k, (7.37)

3Note that this is not a “true” steady state, but rather a stroboscopic steady state. Physically, it
corresponds to a situation where the same field state repeats at the precise instants when successive
atoms exit the cavity.
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which is the number of atoms injected by cavity decay time 1/k, as well as the
effective “pump parameter”

© =+/Ngr. (7.38)

Features of the Photon Statistics Since the intracavity field always remains
diagonal, the photon statistics (7.36) contain all information about the single-time
statistical properties of the steady-state field reached by the micromaser.

The left side of Fig. 7.4 shows the average photon number

(n) = npu. (7.39)

normalized to N as a function of the pump parameter ®. Figure 7.4a, ¢ corresponds
to N = 20 and 200, respectively, with a number of thermal photons ny, = 0.1. A
feature common to all cases is that (n) is nearly zero for small ®, but a finite value
of (n) emerges at the threshold value ® = 1. For ® increasing past this point, (n)
first grows rapidly but then decreases to reach a minimum at about ® ~ 2, where
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Fig. 7.4 Average photon number (n), normalized to N, as a function of the pump parameter ®
for (a) N = 20 and (¢) N = 200, and corresponding normalized standard deviation o//(n) =
[(n?)—(n)?)/(n)]'/? for (b) N = 20 and (d) N = 200. The number of thermal photons is ng, = 0.1
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the field abruptly jumps to a higher intensity. This general behavior recurs roughly
at integer multiples of 27, although it becomes less pronounced for increasing ©.
Finally, a stationary regime with (n) nearly independent of ® is reached. Outside
the time scale of the figure there is an additional structure somewhat reminiscent of
the Jaynes—Cummings revivals.

The number and sharpness of the features in the mean photon number depend on
N. At the onset of the field around ® = 1, (n) is essentially independent of N for
N > 1, but the subsequent transitions become sharper for increasing N although the
micromaser remains largely dominated by thermal noise for small N, as illustrated
in Fig.7.4a, c. In the limit N — oo, this behavior hints at an interpretation of
the first transition, the analog of the threshold in conventional lasers, in terms of a
continuous phase transition, while subsequent transitions near ® ~ 2ns are similar
to first-order phase transitions [10]. As expected these transitions are characterized
by the onset of bimodal photon statistics, as illustrated for the case of the first such
transition in Fig. 7.5. They are also responsible for the sharp peaks in the normalized
standard deviation o//(n) = [(n?) — (n)%)/(n)]1'/? of (n), which is shown in
Fig.7.4b, d for the two cases N = 20 and N = 200.

Both the photon statistics and its second moment show that the micromaser field
is characterized by features alien to ordinary single-mode masers and lasers, which
far above threshold are characterized by Poisson photon statistics, see e.g. Ref. [11].

P =655 p, | ©=6.65 |
‘l |
| 1l |
0 n 200 0 n 200
P, | 0=675| p | | ©@=685|
n I n I
5 |I . 5 |
0 n 200 0 n 200

Fig. 7.5 Changes in the steady-state photon statistics p, for N = 200 and n = 0.1, as the pump
parameter © is varied across the values near ® = 27 where the micromaser undergoes its first
phase-like transition, and p, acquires a bimodal nature. The values of ® corresponding to the
cases just below, at, and just above the transition are indicated on the respective plots
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The field is typically strongly “nonclassical,” where by classical we mean a field
with a positive definite P (o) distribution. And it has no particular tendency, even
far above threshold, of being Poissonian, in which case we would have as we have
seen o = /(n).

These differences with conventional lasers originate from the fact that the
micromaser possesses less stochasticity and noise than macroscopic masers and
lasers, for which the atom—field interaction is terminated by exponential atomic
decays rather than a transit time. As a result, the coherence of the quantum
mechanical light-matter interaction is averaged over in conventional lasers, and the
purely quantum mechanical features appearing in micromasers are largely lost.

Temperature Dependence The temperature dependence of the micromaser steady
state illustrates particularly clearly the difference between the effects of quantum
and thermal noise. To see this, note that the n-dependence of the quantum Rabi
oscillations implies the existence of number states |n,) that cause successive atoms
to experience 2gm pulses, where ¢ is an integer, during their transit time t through
the cavity. At resonance @ = wy this happens for g(n, + D'/2¢ = gx. That is,
for these states the atom entering the resonator in its excited state will exit it in that
same state, thereby prohibiting the growth of the cavity field past them.

Competing with the blocking effect of these trapping states [12] is dissipation,
which leads to an incoherent transfer of population both up and down the ladder
of states of the cavity mode. Hence, thermal fluctuations allow the micromaser to
jump past the trapping states and rapidly wash out their effect. In the limit 7 — 0,
however, ng, — 0 and Eq. (7.32) reduces to

o = —g[npn — (n+ Dpayi]. (7.40)

so that in the absence of thermal effects dissipation only causes downward tran-
sitions. In contrast to thermal fluctuations, vacuum fluctuations do not permit the
growth of the maser past the trapping states. In this limit, we can expect remnants
of these states to appear in the steady-state properties of the maser.

Figure 7.6 shows the steady-state mean photon number (n), normalized to N =
200 and for ng, = 107 thermal photons, as a function of the micromaser pump
parameter ®. The “narrow resonances” are easily interpreted in terms of the trapping
condition that becomes, in terms of the parameters N and ®,

N ng +1
@2~ 22

. (7.41)

For fixed N, the successive resonances correspond to values of ® where decreasing
Fock states |n1) become trapping states for ¢ = 1, see Ref. [12] for more details.
The existence of these trapping states was experimentally demonstrated by M.
Weidinger et al. [13].
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Fig. 7.6 Mean photon number (), normalized to N, as a function of the pump parameter ® for
N = 200 and ng, = 107°. For these parameters and ¢ = 1 the Fock state |n,—; = 38) becomes
a dark state for ® ~ 7.2, the state [ny = 37) at ® ~ 7.3, |[n; = 36) at ©® ~ 7.4, |[n; = 35) at
®~75,and [n] =34)at® =~ 7.6

7.3 Dispersive Regime

So far we have concentrated on the resonant regime A = 0 of the Jaynes—Cummings
model. We now turn to the dispersive regime, where the field frequency is far off-
resonant from the atomic transition frequency so that

Al = |wg — w| > gvn + 1 (7.42)

for all relevant number states |n). We have seen in Sect. 3.1 that in this limit the
eigenenergies (3.5) reduce to

1 hg? 1
Eiw = hin+1/2)0 + ha 4 180D
2 A
1 hg? 1
Esy = h(n+1/20 — ShA - %ﬂ , (7.43)

and the Jaynes—Cummings dressed states approach the bare states of the atom—field
system,

[1,n) — le, n)

2,n) > |g,n+ 1) (7.44)
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for A > 0 and
[1,n) - |g,n+ 1)

|2,n) — |e, n) (7.45)

for A < 0. In that limit the Jaynes—Cummings Hamiltonian simplifies to the
effective Hamiltonian

A 1 R At A th At A At A
e, et = Shond; + hod'a+ == @'a + Die) (el — d"alg) (g1

1 R At A hg2 AT A A
Ehwoaz + hwa'a + Ta aog, (7.46)

2

where the last term is the intensity dependent light shift of Eq. (3.15). In the second
line of Eq.(7.46) we have incorporated the vacuum induced shift so = g%/A in
the upper state frequency, w. — @, = w, + so, and used the fact that for large
detunings 5o < w,, so that w, = w], — w, ~ wp, an approximation that we already
encountered in Egs. (3.14) and (6.48). It follows from the discussion of Sect.6.2.2
that in this limit the number operator N = a%a is a QND variable since it commutes
with I-AIJQ eff, and so is &;.

Inverse Stern—-Gerlach Effect Consider then an atom injected transversally into a
resonator along some trajectory r(z). It will experience a spatially dependent vac-
uum Rabi frequency g(r), a simple extension of the Rabi frequency expression (3.2)
that accounts for the transverse profile of the cavity mode.* If in addition the atom
is slow enough that it will not undergo any nonadiabatic transition between |e) and
|g) during its transit, that is, if [14]

1 dgr() _

1, 7.47
A dt (747

then all that happens is that it acquires a number state |n) and position-dependent
light shift —(Ag(r)2/A)n for a ground state atom or (fig(r)2/A)(n + 1) for an
excited atom.

Since both a'a and &, are constants of motion of the Hamiltonian (7.46), one
can think of these light shifts as potentials acting on the center-of-mass motion of
the atom only. The n-dependence of the associated forces, given by the negative of
their derivatives, implies that the atomic center-of-mass wave function will split into

“This spatial dependence was ignored for simplicity in the discussion of the micromaser.
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Fig. 7.7 Schematic of the inverse Stern—Gerlach effect, with the atom, taken to be in its excited
state |e), exiting the cavity in a superposition of |n) dependent trajectories with probabilities
reflecting the photon statistics p, of the intracavity field

partial waves whose trajectories reflect the state of the field and its photon statistics.”
In particular the vacuum field |n) = |0) only produces a force on excited atoms, but
not on ground state atoms, as follows from the discussion of the vacuum ac Stark
shift of Eq. (3.15).

Let us assume for concreteness that a very slow atom enters the cavity in its
excited state |e) with wave packet |, (r, 7)), and that the field is in a superposition
|®) = )", culn), so that the initial state of the atom—field system is

W (r, 1)) chm(r 1) ® n) = chmfen(r t) . (7.48)

As the atom enters the resonator and starts interacting with the field, and assuming a
positive atom—field detuning A > 0, we have that |V, (r, ;)) — |Vi(r, 1)) =
Zn W1, (r, t;)), with the individual components all subject to different n-
dependent optical potentials and their evolution governed by the corresponding
Schrodinger equations

2

in @) 4 oo g 1w ). (7.49)

oty 2m

As aresult they will have acquired an n-dependent spatial component when the atom
exits the resonator at time 7 and the dressed states of the system are mapped back
to the bare states, |W1 ,(r, 1)) — |W, ,(r, tr)), as schematically shown in Fig.7.7.
The spatially resolved detection of the atom at a given point and time will
therefore collapse the field wave function to a single number state |n), in analogy

5To properly account for these forces and the mechanical effects of light on atoms requires that the
Hamiltonian (7.46) be properly modified to include their kinetic energy. This step will be carried
out in some detail in the following chapters.
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to the way a particle detection on a traditional Stern—Gerlach apparatus reduces its
spin to a single value. For this reason this effect has been dubbed the inverse Stern
Gerlach effect by S. Haroche and J. M. Raimond [15].

We will return to the mechanical effects of light in considerably more detail in the
discussions of atom optics, laser cooling, and cavity optomechanics of Chaps. 8—11.
In particular, Sect. 8.4.3 will show how the optical inverse Stern—Gerlach effect just
discussed is formally closely related to the matter-wave Stern—Gerlach effect.

Dispersive Schrodinger Cats In addition to resulting in a number-state-dependent
force on the atomic center of mass, the effective Hamiltonian (7.46) indicates that
as an atom traverses the resonator at velocity v along some trajectory it imprints on
the field an additional state-dependent phase

prim) =~ / drEny(r)/h — A (7.50)

for the state |1, n) and similarly for the state |2, n), where the spatial dependence
of the eigenenergies Eq ,(x) results as before from the spatial dependence of the
vacuum Rabi frequency g(x) along the atomic trajectory.

Consider then an excited atom interacting with an intracavity field in a coherent
state o) with mean photon number |a|> = 71.° As we recall, its photon statistics is a
Poisson distribution with width /7 , so that the initial state of the atom—field system
is

|We(t)) = e 2y %mne). (7.51)

For large n we can expand the accumulated phase (7.50) about its value for n = i
as

¢(n) = p(M) + (n —n)¢'(n) + 0(1/n), (7.52)
where, with the form (3.5) of Ey ,,

| 4g%(x)
=— . 7.53
¢ () 4 A2 +4¢2(+1) (7:33)

The phase (7.52) has two components of very different natures [3]: The first one,

V(i) = ¢(i) — g’ (in) (7.54)

5To keep the notation from becoming unnecessarily cumbersome we call the mean photon number
n rather than (n) in this section.
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is an overall phase that depends on 7 only and is accumulated by the state of the
system as a whole. In contrast, the phase

¢ =ne’(n) (7.55)

is a number state-dependent phase. It follows that ¢, effectively adds a classical
phase ® (n) = ¢’ (1) to @, so that « — « exp[i¢’(7)] and the coherent field becomes

alt ein(f)/(ﬁ)

jor) — 123" Tm = |ael®®) (7.56)

For positive detuning A, as the atom exits the cavity at time ¢z, the dressed state
|1, n) returns adiabatically back to the bare state |e, n) so that the input state (7.51)
has evolved to

W, (t7)) = e Ve®e, e M)y (7.57)

Similarly, if the atom had been prepared in its ground state |g), the final state of the
atom—field system would be

(We(tp)) = e Ve™]g, aet®™) (7.58)
with
Yem) =g —1) + ng'(m—1), (7.59)

the (7 — 1) factor accounting for the fact that |g, n) is a superposition of the dressed
states |1,n — 1) and |2, n — 1), see Eq. (3.3).

Under many circumstances the global phase of a quantum state is irrelevant,
but this is of course not so if two states with different global phases are made to
interfere. Such a situation can be realized here if the atoms enter the resonator in
the coherent superposition (|e) + |g))/ /2, in which case the state of the atom—field
system evolves to the entangled state

W) = [ De, ae™ @) 4 T D]g qe @) | (7.60)

After exiting the resonator, the atomic states can be subjected to the unitary
transformation

|e>—>\if2[|e>+ei“’|g>] L1 > —= [le) — el (7.61)

§|“
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for example through a sequence of two spatially separated m/2 pulses with an
adjustable relative phase, a so-called Ramsey interferometer. Following this step
the state of the atom—field system becomes

W) = %Ie) ® [efim(ﬁ)weficb(ﬁ)) + efiwg<ﬁ>+m|ae+i<1><ﬁ>>]
+%| Q) ® [e—i[we<ﬁ>—«p1|ae—id><ﬁ>> _e—ix/fg(ﬁ>|ae+id>(ﬁ>)] . (7.62)

A final detection of the atomic state then projects the field into one of the two cat
states

|\II) e_iv/e(ﬁ) [| —1(1)(;1)) + | +1<P(l’_l)):| (7 63)
cat,e — — = ||X e xe .
s \/E
or
—iyg () L o
Wew, g =~ |l e ) —fa e 0D . (7.64)

where we have set the adjustable phase to ¢ = (1) — ¥, (). These states are
coherent superpositions of two coherent states centered at the angles £® (72) in the
{Re(x), Im(«)} phase plane. Because coherent states can be relatively large quan-
tum objects, the states (7.63) and (7.64) can therefore be considered as Schrodinger
cats—or perhaps more accurately Schrodinger kittens, see Fig. 7.8. These optical
Schrodinger cats were first experimentally demonstrated by S. Deléglise et al. [16].
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Fig. 7.8 Schrodinger cat and decoherence: (a) Reconstruction of the Wigner function of a cat state
with (n) = 3.5 photons, a short time (1.3 ms) after its preparation by a single atom crossing the
cavity. (b) and (c) The same cat state after 4.3 and 16 ms: the vanishing of the fringe interfering
features is a manifestation of decoherence. The inserts are the corresponding theoretical Wigner
functions. (From Ref. [16])
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7.4 Circuit QED

Circuit QED (cQED) is an extension of cavity QED that uses artificial atoms
instead of atoms to achieve many of the same objectives, but with differences
that open up promising new opportunities. The artificial atoms most frequently
used in these systems comprise several varieties of superconducting qubits. They
are coupled to microwave fields, most often in one-dimensional transmission line
resonators. The qubit—field interactions can be orders of magnitude larger than in
atomic systems, see Table 7.1, a result of the extremely small mode volumes that
can be achieved in one-dimensional transmission lines. In addition these systems
can be fabricated on microchips and as such offer an elegant route toward the
solid-state realization of multiple qubit systems of interest for quantum information
science, quantum communications, and quantum metrology. However, potential
experimental challenges arise from the fact that they must operate in cryogenic
environments and that artificial atoms can suffer from atom to atom variations, in
contrast to the situation for atoms—all sodium atoms are the same!

This section gives a brief overview of these systems, starting with the field
quantization of LC circuits and extending then the discussion to multimode one-
dimensional transmission line resonators. As it turns out, LC circuits quantization
is also useful in the description of artificial atoms, since they are likewise generated
by electric circuits, with the nonlinearity required to simulate atoms provided
by superconducting Josephson junctions that act as nonlinear inductances. As an
example we will discuss in some detail one specific type of superconducting
artificial atom, the Cooper pair box, and will show how its coupling to the field
results under appropriate conditions in a realization of the Jaynes—Cummings
model. We conclude the section with a brief comparison of typical parameters that
can be achieved in cQED and in more traditional cavity QED systems.

7.4.1 LC Circuit Quantization

Circuit QED exploits resonators and microwave fields generated in electric circuits
consisting of capacitors, inductors, and resistors, although since resistors generate
dissipation it is normally preferable to avoid them. We consider therefore first an
undamped LC oscillator of inductance L and capacitance C, where L = &/ with
® the magnetic flux through the inductor and / the inductor current, and C = q/V
with V the voltage across the capacitor and ¢ the capacitor charge.

A possible Lagrangian £ for the LC oscillator can be obtained from the difference
between the energy LI2/2 stored in the inductor and the potential energy ¢2/2C
inside the capacitor. Making use of charge conservation I = g, it takes the form

1 1
L=-L§*——q°.

7.65
2 2C (7.65)
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The associated Euler—Lagrange equation
—— ——=0 (7.66)

yields the familiar harmonic oscillator equation of motion
j+wq=0, (7.67)

with @ = +/LC, which is the known equation of motion for the charge in an
LC oscillator. This justifies a posteriori the choice of the Lagrangian (7.65). The
conjugate momentum of the charge ¢,

oL

—=Lg=LI=9, (7.68)
9q

is the magnetic flux & though the inductor. The Hamiltonian of the circuit is
therefore

1 1
H=®j—L=—&>+—g?, 7.69
q L +2Cq (7.69)

with associated Hamilton equations of motion

9H @ . 9H
j=r=—  ; d=-" =T _vy, (7.70)
90 L 9g _ C

where V is the voltage at the node connecting the inductor with the capacitor.

In analogy with the harmonic oscillator of Sect.2.1 we quantize this system by
promoting ¢ and ® to quantum operators subject to the canonical commutation
relation

g, ®1=in, (7.71)

and introduce the creation and annihilation operators

1 .

Q= F i b, 772

V2ol L T AheL (7.72)

AL S S S (7.73)
= V2ol ARl '

with [a, at]1 = 1, so that

A = ho (&*& n %) . (7.74)
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Fig. 7.9 Lossless LC electrical oscillator. (a) The coordinate is taken to be ¢ and the conjugate
momentum is ®; (b) the coordinate is taken to be ¢ and the conjugate momentum is Q. Note the
important sign change in the definitions ¢ and Q of the charge between the two approaches, needed
to maintain the canonical commutation relation between momentum and coordinate. (Adapted
from Ref. [17])

As discussed by S. Girvin in his comprehensive Les Houches Lecture Notes
on cQED [17], this description amounts to considering § as the coordinate, so
that the inductance plays effectively the same role as the mass in the mechanical
oscillator, and C takes the role of the inverse spring constant. Alternatively, instead
of considering ¢ as the “coordinate” and @ as the momentum, it is also possible to
reverse their roles and choose the integral of the voltage across the capacitor, the
node flux ¢, as the “coordinate” and Q as the associated “momentum.” This point
of view, which amounts to exchanging the roles of the “kinetic” and “potential”
energies as compared with the Lagrangian (7.65), is useful in the description of
superconducting qubits, which behave as nonlinear inductors, see Fig.7.11. In that
case it is better, or at least intuitively more appealing, to think of the energy stored
in the inductor as a potential energy.

To proceed in this way we note that the node flux at the location indicated in
Fig.7.9b is

t
$(1) = f drv (o), (775)

or V = ¢, so that the potential energy stored in the capacitor is U = C$?/2,
except that with the new choice of coordinates it now looks like a “kinetic energy.”
At the same time, the kinetic energy ¢2/2L stored in the inductor now looks like a
“potential energy,” so that the Lagrangian of the LC circuit takes the form

c., 1
L=—¢?— —¢* .
AT A (7.76)
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compare this expression with Eq. (7.65). In this approach C plays therefore the role
of the mass, and L of the inverse spring constant.
The conjugate variable of ® is now

Q—%—+Cq3 (7.77)
=55 = ) .

so that the Hamiltonian associated with the Lagrangian (7.76) is

. 1 1
H=Q¢—L=-—0"+-—¢, 7.78
Q¢ 2C 0"+ 2L¢ (7.78)
with Hamilton equations of motion
. 0H Q . oH ¢
0 C ap L

Comparing these equations with Eq. (7.70) shows an important sign change in the
definition of the charge, Q = —gq. This is required to maintain the canonical
commutation relation between momentum and coordinate, which is now [é, Q] =
if.

With this choice of coordinates, and when expressed in terms of annihilation
and creation operators, the quantized Hamiltonian of the LC circuit still takes the
form (7.74), but now with

1 . 1 .
Q= +1 , 7.80
a «/Zha)L(p 2hwC Q ( )
= pi (7.81)

T koL V2hoC = '

With V = d¢/dt = Q/C this gives

V=i /MG ah (7.82)

= 1 2C a a . .

One-dimensional Transmission Line Resonator We now extend these results
to the quantization of a one-dimensional transmission line resonator of length L,
following again Ref. [17]. In that case the flux (7.75) becomes

'
CD(x,t):/ dtV(x, 1), (7.83)

and the local voltage on the transmission line is

Vix,t) =0;P(x,1), (7.84)
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so that the flux through the inductance £dx along a segment of the line of length dx

is —[0, P (x, r)]dx, the voltage drop is 9, [3; P (x, #)]dx, and the local value of the
current is

I(x,t) = —%qu)(x,t). (7.85)

The Lagrangian (7.76) is therefore replaced by
L‘—/de € 0,0)2 — (9, @)? (7.86)
o 2! 20 ’ ‘

where ¢ and ¢ are the inductance and capacitance per unit length.” The conjugate
momentum to ®(x) is now the charge density

8L
8(0; P)

=qx,t) =c0P(x,t) =cV(x,t), (7.87)
and the Hamiltonian becomes

ﬁ—/de ! L 1(ac1>)2 (7.88)
=) 27 TR\ '

Very much like in the multimode field quantization of Sect.2.2 we now expand
®(x, t) in a set of orthonormal modes as

O, 1) =) EDun(x). (7.89)

n=0

We consider open boundary conditions such that the current (but not the voltage)
vanishes at the ends of the resonator. We then have

U (x) = V2 cos(knx) (7.90)

and k, = nx/L so that
1 L
_/ dox ty (Xt () = Spm
L Jo

1 L
z/ doc |32t (OB ttm (X)] = K28 -
0

TImportantly, keep in mind that L is now the length of the transmission line, rather than an
induction as was the case in the discussion of the LC circuit, and ¢ is an inductance per unit
length, not the speed of light.
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The Lagrangian (7.86) becomes the sum over modes
L 2 242
L= 5c2[|8,$n| —wngn], (7.91)
n

where w, = vpk, and v, = 1/+/£c. All modes are then individually quantized,
resulting after introduction of associated creation and annihilation operators in the
multimode Hamiltonian

A= % 3 [ia,g + Lcw,%g,f] =Y hon (afan +3) (7.92)
p p
with
£ = 20: r (&n + &,1') : (7.93)
Gu = —i h‘“;LC (an - a;) . (7.94)

The voltage operator Vix) = q(x)/c, which will be needed in determining the
coupling Hamiltonian between the transmission line and the superconducting qubit,
is therefore

Vi) = é > un () = —i;,/% (&n - &,I) i (x) . (7.95)

n

7.4.2 Superconducting Qubits

The idea of cQED is to couple superconducting artificial atoms to microwave fields
supported by LC transmission lines. One significant advantage of these systems
is that in addition to single qubit—field systems, which can as we shall see be
described by the Jaynes—Cummings Hamiltonian under appropriate conditions, it
is also relatively straightforward to set up multi-qubit configurations, for example
to investigate collective and many-body effects and/or to develop modules such
as quantum gates for quantum information applications. In addition, as already
mentioned, the small mode volume of the field in one-dimensional transmission
lines can result in vacuum Rabi frequencies orders of magnitude larger than can be
achieved in more traditional cavity QED configurations.

Superconductivity is the phenomenon whereby below a critical temperature the
electrical resistance of a material vanishes and magnetic flux fields are expelled
from it. The physical effect underlying superconductivity is that the effective
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(a) (b)
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Fig. 7.10 (a) Schematic of a Josephson junction, with the wave functions v and g of the
superconducting states at the left and right of the junction. (b) Sketch of the energy diagram of a
Josephson junction, showing in red the ground state of its left and right superconducting elements,
with all electrons bound in Cooper pairs (for an even number of electrons). This state is separated
by the continuum of not fully paired states, shown in grey, by an energy gap 2A. The blue arrow
illustrates the tunneling of Cooper pairs between the two sides of the junction

attractive interaction resulting from virtual phonon exchange leads to the pairing
of electrons of opposite spins into Cooper pairs, which are composite spin S = 0
bosons.® If the number of electrons in the electrode is even, then the quantum
ground state of the system is characterized by all of the electrons paired up. The
energy required to break a pair is the energy gap 2A. The remarkable properties of
superconducting materials have now been exploited to develop a variety of artificial
atoms, with properties described in detail in several excellent reviews [17-19]. Here
we concentrate on just one system, the so-called Cooper pair box.

Just like this book is not a book on atomic physics, it is also not the place to pro-
vide a detailed description of superconductivity and Josephson junctions. These can
be found in numerous texts, for example the classic book by Tinkham [20]. Instead,
we limit ourselves to those few elements that are essential for a phenomenological
understanding of these systems and the way they can operate as two-state systems,
starting with a brief review of Josephson junctions.

Josephson Junction Josephson junctions are devices that consist of two
superconductors coupled by a thin insulating barrier or a short section of non-
superconducting metal (Fig. 7.10). At low enough temperatures the ground state of
the junction corresponds to the two superconductors being occupied by macroscopic
numbers Ny and Ng of Cooper pairs with Ng + N = N, each with charge —2e. At
the simplest level, it is possible to ignore the continuum of non-fully paired states,
which are separated from the ground state by an energy gap 2A, and to describe the

8Unconventional Cooper pairing resulting in spin 8 = 1 composite bosons is also possible.
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junction in terms of the effective single-particle wave function
I¥) =vLIL) + YRrIR), (7.96)

with the number of pairs on each side of the junction given by
Ni=Nlyil* , i={L,R}. (7.97)

The tunneling of pairs between the two sides of the junction can be described by a
hopping Hamiltonian

~ 2eVp w
H=— , 7.98
( w ZEVR> ( )

where

N (0
IL) = <0> ;o IR) = (1) ; (7.99)

with corresponding equations of motion

9
ih% = —2eVL¢L — wlﬂR

9
ih% — 2eVryg — wiy . (7.100)

Here Vi and Vp are the external electric potentials on the left and right sides of the
junction and w is a constant that is characteristic of the junction and accounts for
quantum tunneling across it. If the electric potential difference across the junction
is V, then 2e(Vg — Vi) =2e V.

Introducing the so-called Ginzburg—Landau order parameter
Y = J/nie? (7.101)

where i = (R, L) and n; are the densities of Cooper pairs on both sides of the
junction, it is easily found from Eq. (7.100) that

onr, ong 2w

o = e = T VMLIR sin(er — ¢r) . (7.102)

9 () ve-v 7.103
5(‘PR“PL)—<?>(R— L) (7.103)

With Eq.(7.97) and introducing the Cooper pair current /| = —2e(dNy/0¢t) and
@ = g1 — g finally gives the first and second Josephson relations. Noting that the
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variations in Nr and Nz remain small they take the form

I(p) = I sing, (7.104)
0 2eV (¢
I _ 2V (7.105)
at h
where the critical current is
2e
I. = ;EJ . (7.106)

The parameter E;, given in this model by

E; = 2wy/N.Ng, (7.107)

is called the Josephson coupling energy. It is a measure of the ability of Cooper pairs
to tunnel through the junction. The Josephson relations show that a DC current can
be drawn through the junction even without a voltage drop V, as long as the current
is smaller than /.. This is the so-called DC Josephson effect. But if a voltage V or
a DC current larger than I¢ is applied to the junction, Eq. (7.105) shows that the
Josephson current will oscillate at the frequency (2¢/#%)V, the AC Josephson effect.

The Cooper Pair Box A Cooper pair box consists of a superconducting island that
is connected via Josephson junctions to a grounded reservoir, so that Cooper pairs
can tunnel into and out of the island, see Fig.7.11. It is modeled by a capacitance

superconducting _ _....--c---semeel
island o
{1
EX —=¢ C—) e
bulk
superoonductor .'-.
(reservoir) “5aec,
el >
[
!
CR

Fig. 7.11 Schematic of Cooper pair box, illustrating the coupling of a superconducting island to
a bulk superconductor via a Josephson junction modeled by a capacitance C in parallel with an
effective nonlinear inductor characterized by the Josephson coupling energy E;. The charging
energy required to add another Cooper pair to the system is Ec = ¢2/2(Cy 4+ C ¢). The applied
gate potential V, capacitively coupled to the island provides a gate charge ng = C,V, /2e that acts
as a control parameter
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Cj in parallel with an effective nonlinear inductor characterized by the Josephson
coupling energy E;, and in addition by the charging energy

62 62
= (7.108)

Er =
€T 2C,+C,) ~ 2Cx

required to add another Cooper pair to the island. Finally, the applied gate potential
V, capacitively coupled to the island provides a gate charge n, = C,V,/2e that acts
as a control parameter.

We model this device by considering two superconducting electrodes with
nominal numbers of Cooper pairs Ny and N and separated by a tunnel junction
that permits Cooper pairs to be transferred from one to the other, see Fig. 7.11. The
tunneling process can be described by the phenomenological Hamiltonian

Hr = 1E 1 1 7.109
r=-3 J;[|n><n+ |+ n+1)nl], (7.109)

where [n) = |Np —m, Ng + m) is the state of the system with m pairs having been
transferred from the nominal values { N7, N} through the junction from the “left” to
the “right” electrode, and m can either increase or decrease by unity corresponding
to the tunneling of a pair to the right or the left. It is easily verified by direct
substitution that its (unnormalized) eigenstates are

o0
) =Y €"|m), (7.110)
m=—00
with eigenvalues
Hrlp) = —E; cos plo) . (7.111)

Introducing the number of pairs operator

A=Y nin)nl (7.112)
n
and the associated current operator [ =2edn /dt, given by

f:Ze%[ﬁT,ﬁ]z—% Z [jm)(m + 1| — |m + 1)(m|] , (7.113)

m=—0o0
it is easily shown that the eigenstates |¢) of Hr are also eigenstates of I with
Ilp) = I singlp), (7.114)

which recovers the first Josephson relation (7.104).
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A full description of the Cooper pair dynamics must also account for the
Coulomb energy

U =4Ec(n —ny)* (7.115)

required to transfer n pairs of charge 2e across the junction. Here the gate charge
ng = CgVy/2e is a continuously variable control parameter. It accounts for
the effect of an externally applied gate voltage V, to a nearby electrode that is
capacitively coupled to the island. The total effective Hamiltonian describing the
Cooper pair box is therefore

A=) [4Ec(n — ngP)tnl — 3 Egla)(n 11+ I + 1><n|] SERNCASES

n

which shows explicitly the anharmonicity resulting from the presence of the
Josephson junction.

Two-level Approximation In the regime 4E. > E; and for most values of the
external voltage, the eigenenergies of the Hamiltonian (7.116) are dominated by the
charging part ), 4Ec(n — n g)2|n) (n|, with the tunnel coupling acting as a small
perturbation. If the controllable gate charge ng € [0, 1] it is easily verified that
the box has two low energy levels |0) and |1) with energies Eg ~ E1 ~ Ec/4
(with equal signs for E; = 0), all other levels having much higher energies.
More generally, for ng = n + 1/2 the two levels of H of energies E, and
E, 1 become approximately degenerate with E, ~ E,;; =~ Ec—and exactly
so for E; — O—while the next neighboring levels have much higher energies,
E,_1 = E,yp = 9Ec/4. That is, there are two close energy levels that are
well separated from all other levels, making this a good two-state system for an
appropriate choice of driving field frequencies.

Concentrating for concreteness on the case n = 0 and discarding all terms that
involve states other than the two states |0) and |1) reduce the Cooper pair box to an
effective two-level system described by the qubit Hamiltonian

H=-"26-"26,, (7.117)

where Ee; = 4Ec(1 — 2ng). The eigenstates |e) and |g) of this Hamiltonian are
easily found to be

le) = cos@|1) —sinH|0),
|g) = sinf|1) + cos610), (7.118)
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with eigenenergies

1
Ee:—Eg=§1/ 2+ E? (7.119)

and tan(20) = E;/Ee = E;/4Ec(1 — 2ny).

Other Superconducting Qubits Following the realization of the Cooper pair box
a number of other superconducting qubits have been invented, characterized by var-
ious ratios E 7/ Ec of Josephson to charging energy, number of Josephson junctions
involved, and topology of the circuits in which they are embedded. These include
in particular the quantronium [21], the transmon [22], and the fluxionum [23]. It
is beyond the scope of this brief section to review these developments, which are
discussed in some detail in the Lecture Notes [17] and the recent reviews [18] and
[19].

7.4.3 Field-Qubit Coupling

We have seen in Sect. 7.4.1 that a one-dimensional transmission line produces the
voltage (7.95)

Vix) = i > G =1/ ’;I‘:’Z (&n - aj,) Uy (X) (7.120)

n

so that the Cooper box will be driven both by the DC voltage V, and the AC field
V(x). For a single-mode field and a Cooper box at a location x inside the resonator,
see Fig. 7.12, the Hamiltonian of the full system is then [24]

.1 C, [n
A = $h9s; + hoi'd - iec—i‘/L—i}(& — ") [1 = 21y — cos(20)6; + sin(20)6 ],
(7.121)

where the Pauli matrices 6, and 6, are now in the {|e), |g)} basis. For a gate charge
ng = 1/2 and 260 = 7 /2 this reduces to the Jaynes—Cummings Hamiltonian

L1
H = EhQ@ + hwa'a —ihg(a — a6y (7.122)

with vacuum Rabi frequency

ef [hw

7.123
AV cL ( )

g:

and B = C,/Csx.
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Cooper pair box
artificial atom

~
10 um

Fig. 7.12 Schematic of a 1-D transmission line resonator with Cooper pair box placed at a
maximum of the voltage standing wave. The transmission line resonator consists of a full-
wave section of superconducting coplanar waveguide. Multiple qubits can be placed at different
antinodes of the standing wave across distances of several millimeters. Such 1-D configurations
are characterized by extremely small mode volumes, of the order of 107%A, resulting in vacuum
Rabi frequencies that can be orders of magnitude larger than achievable in atomic systems, see
Table 7.1. (Adapted from Ref. [24])

Table 7.1 Typical rates and parameters for 3-D cavity QED optical and microwave atomic
systems, compared to 1-D systems using superconducting circuits and artificial atoms

Optical Microwave Circuit
Parameter Symbol CQED CQED QED
Transition frequency o 350 THz 50GHz 10 GHz
Vacuum Rabi frequency g/2m 220 MHz 50KHz 100 MHz
Cavity lifetime 1/« 10ns > 10ms 150 ns
Atomic transition lifetime 1/T 60 ns 30ms >2us
Atomic transit time T >50 s 100 s o0
Single atom cooperativity C =g%/2T 50 1.5-108 6-10*
Critical photon number ng = '2/8g> 1074 5.1078 25107

Microwave cavity QED systems operate typically on transitions between neighboring atomic
Rydberg states of high principal quantum number n and orbital quantum number £ = n — 1 (the
so-called circular Rydberg states), for which the electric dipole moment scales approximately as
n? and the radiative lifetime as n3. Cavity lifetimes of tens of milliseconds have been achieved
in the superconducting cavities used in these systems. The superconducting cQED parameters are
for a full-wave L = A resonator, a relatively low Q = 10%, and C;/Cx = 0.1. See Problem 7.1
for the physical interpretation of the single atom cooperativity C, critical photon number ng, and
“critical atom number” No = 1/C. (Adapted from Ref. [24])

As already indicated, superconducting qubit-based circuit QED can present
considerable advantages over real atom-based cavity QED, as summarized in
Table 7.1. In particular, these systems can have considerably larger vacuum Rabi
frequencies, longer lifetimes, and of course, infinite transit times through the
resonator. For this reason they are of much interest both in fundamental studies,
as well as in potential applications in quantum information science.
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7.5 The Casimir Force

The previous sections discussed how the electromagnetic vacuum can be tailored
to qualitatively and quantitatively control the radiative properties of atoms. As it
turns out, tailoring the electromagnetic vacuum results in observable effects even in
the absence of atoms or other radiators. The most famous of these manifestations is
the attractive Casimir force between two perfectly conducting plates in a vacuum.
This force, which was predicted as early as 1948 [25, 26], was long considered an
academic curiosity, but it now plays an increasing role in nanophotonics and other
nanoscience applications.

The origin of the Casimir force is the zero-point energy of the electromagnetic
field, which we first encountered in the Hamiltonian H= ho@ata+ %) of the single-
mode electromagnetic field. We determined then, in the quantization of multimode
fields, that every mode contains such a zero-point energy contribution. Since free
space contains an infinite number of modes, we conclude that this energy must be
infinite. Since it is also a constant, we have largely ignored it so far, but as a wise
physicist once explained to me, “it is not because a quantity is infinite that you can
simply set it as equal to zero!” ... The Casimir force is a perfect example in point,
although it is minute and can be ignored in most everyday situations. It was first
observed by M. J. Sparnaay [27], but it is not until 1997 that S. K. Lamoreaux [28]
carried out its first precision measurement between a spherical lens and an optical
quartz plate connected to a torsion pendulum. He was able to demonstrate that the
Casimir force pulled the two objects together and caused the pendulum to twist, in
agreement with theory. His results permitted in addition to test the inverse square
law of gravitational attraction at distances much shorter than had been possible until
then, a point to which we will return in Sect. 12.1.

That this force should be attractive can be understood by a simple argument:
if instead of being separated by d the plates were separated by a larger distance
d + Ad, then the zero-point energy would be larger, since at a larger separation the
system enclosed by the plates can support more modes of the electromagnetic field.
The minimal energy configuration must therefore be for zero separation, and hence,
the force must be attractive.

Consider then an empty box with perfectly conducting walls and of transverse
dimensions Ly = Ly = L and longitudinal length d <« L, see Fig.7.13. The total
zero-point energy of the system is the sum of the contributions of all field modes
supported by the cavity

1 hc
E(@) =) Shog =3 [kil (7.124)
o o

he (L)’ 2 S 24 2222
=55 dhy (ol +2) Ik 2+ n2r2/d? |
n=1
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Fig. 7.13 Schematic
illustration of the origin of the
Casimir force, with the

zero-point energy from the \
outside modes exerting a

larger radiation pressure force « &\

on the plates than the %\
zero-point energy from the 'y N\

intracavity modes

P

/I,

where we have used the fact that each wave vector, except for k, = 0, supports
two field polarizations. In the case of free space quantization we have instead,
considering the same volume,

hic { L\ o0
Eoz—c — //dsz/ dn 2y/|ky |2+ n?m2/d?
2 2 0
hicd [ L\? 0
-2 (= d%k dk, 2./ 1K |2 + k2. 7.125
2%(2”)// l/_oo“/uwz (7.125)

The difference in energies per unit area is therefore, when expressed in polar
coordinates,

E(d) - Eo
T

he [ ko o
— | kdk(z+) K> +n2n?/d? — / dny/k2 + n2x2/d? ) .
2 0 2 ot 0

The integral in this expression diverges for k — 00; however, it is important to
keep in mind that our analysis is not really valid in this regime, in part because the
model of perfectly conducting plates is not realistic above the plasma frequency,
where they become effectively transparent. For this reason we introduce a cutoff
momentum kmyax and require that

AE (7.126)

1 for k < kmax ,

7.127
0 for k > kmax . ( )

-]

The specific value of kpax is not important as long as it is large enough since as
we shall see it disappears from the final answer. With the change of variable u =
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d2k2/rr2, AE takes then the form
72 |1 ad o0
AE =he, s 5F(O)+;F(n)—/0 dnFn) |, (7.128)

where we have introduced the function
o
F(n) = / duv/u +n2f (%\/u n n2) . (7.129)
0

This expression can be evaluated using the Euler—Maclaurin resummation formula

1 > o 1 7 1 "
-F(0)+ E F(n)—/ dnF(n) = ——ByF' (0)— —B4F"(0)+..., (7.130)
2 — 0 2! 4!

where the coefficients B, are Bernoulli numbers with B, = 1/6 and B4 = —1/30.

Rewriting F(n) as

F(n) :/:Odvﬁf(nﬁ/d), (7.131)

we find readily
F'(n) = =2n*f(nm/d) ; F"(n)=—4, (7.132)

with all further derivatives vanishing. Inserting these expressions into Eq. (7.128)
gives finally

2
w° hc
E=—-—, 7.133
720 d3 ( )
a result independent of the cutoff momentum kp,y, as advertised. The Casimir force
per unit area is

PN 7.134

©ad T 2404% (7.139)

As expected from our discussion of its physical origin, this is a purely quantum

mechanical effect, as evidenced by its disappearance for i = 0. For a plate
separation of d = 1m this attractive force is just F = —1.3 - 1073 Nm 2.

Despite its weak magnitude, it can be argued that the Casimir force is perhaps
the most fundamental consequence of tailoring the electromagnetic vacuum, since
it manifests itself with no atom or other radiating elements between the conducting
plates. The Casimir force also offers a fascinating link between the topic of this
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chapter and the mechanical effects of light to which we will turn next. This is
because it can be thought of as resulting from the radiation pressure exerted by
the vacuum field on the cavity end plates. While at the resonance frequency of the
resonator the radiation pressure inside the cavity is stronger than outside, and the
mirrors can therefore be pushed apart, out of resonance, the radiation pressure inside
the cavity is smaller than outside and the mirrors are drawn toward each other. On
balance, the attractive components have a slightly stronger impact than the repulsive
ones. For two perfect plane parallel mirrors the radiation pressure of the Casimir
force is therefore attractive and the mirrors are pulled together.

Problems

Problem 7.1 Driven-damped Jaynes—Cummings model—T7his important exer-
cise discusses the situation where the optical cavity is driven by an external field.
It introduces two important parameters frequently encountered in cavity QED and
circuit QED, the single atom cooperativity parameter C and the critical photon
number ny.

We consider a two-level atom placed in a cavity and subject to the master
equation

T A
d; = —E[H,,OY]-FEK[,O]"‘E)/[:O],

where

A 1 R e R R A

H = hAé. + nsata + hg(ad, +aé_) + hvkEp@a+ah
is the Jaynes—Cummings Hamiltonian, with an extra term accounting for the fact
that the intracavity field is driven by a classical field £ of frequency wy. Here

A = wy—wr and § = w. — wr,, with wg the atomic transition frequency and w,. the
cavity mode frequency. In addition,

A ~ K PR ~ A~ ~ .
Lelpl = —5la"ap() — apna’l + adj.

is the Liouvillian describing the dissipation of the cavity mode at rate «k, see
Eq. (5.57), and

A r.. . . U .
Lr[p] = —E[U+U—P(1) —0-_p(t)o+] + adj.

is the Liouvillian that accounts for atomic spontaneous emission, see Eq. (5.66).
Both reservoirs are assumed to be at zero temperature.
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(a) Show that the equations of motion for {(a), {(o;), and (o_) are then

d%(fl) = — (K/2+18) (@) — ivk&EL —ig(6-),
%(5'—) =—('/2+iA)(6-) +iglas-),
d

g (0x) = —Toz) + 1) — 2igl{ady) — (@'6-)].

(b) What additional information/equations would be required to solve this problem
exactly?

(¢) Introducing a semiclassical approximation where a — «, so that (Gd6_) —
a{6_) and {(a6y) — a*(64), show that in steady state and for A = § = 0 we
have then

_ e[, c -
N 1+n/ng

(62) !

0z) = — 5

< 14+n/ng
. 2ig .
(o) = ?04( 2)
where n = |«|? and
C=2¢*/kT ; ng=T?/8g%. (7.135)

C is called the single atom cooperativity and ny is the critical photon parameter.
Some authors also introduce the critical atom number No = 1/C.

(d) Discuss the interpretation and physical significance of these parameters, in
particular in terms of the strong coupling regime and the saturation of the atomic
transition.

Problem 7.2 Consider a micromaser system pumped by a mixture of excited and
ground state atoms injected inside the cavity at rate R, for atoms in state |e), and
R, for atoms in the ground state |g). Determine and plot the resulting steady-state
photon statistics as a function of the pump parameter ® and a function of the ratio
R./Rg for ng, = 0.1.

Problem 7.3 Consider a micromaser operated in the dispersive limit, where the
atom—field interaction is described by the effective Jaynes—Cummings Hamiltonian

1 N At A th At A
H = Ehwoaz + hwd'a + —~d'a [le)(el — 1g){gll -
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Following an approach that parallels the analysis leading to Eq. (7.36), determine

the stationary photon statistics p, as a function of ®/ng7 in that regime.

Problem 7.4 Evaluate and plot the P(«) distribution of the cat states

%(Ia)il—a)),

where |«) is a coherent state with o = 2.

W)+ =

Problem 7.5 Evaluate and plot the Wigner function of these same two cat states as
in Problem 7.4.

Problem 7.6 Show that the charge and flux operators Q and (]3 of an LC circuit can
be expressed as

0 =—i0zpr@@—a'y ; ¢ =dzpr@a+ah),

with Qzpr = (h/ZZ)l/ 2 and dypp = (hZ /2)1/ 2 where Z is the characteristic
impedance Z = /L/C of the circuit. Express also these quantities in terms of the
superconducting resistance quantum Rg = h/ (2¢)? and the superconducting flux
quantum $¢ = i /2e.

Problem 7.7

(a) Show that the eigenstates and eigenenergies of the Hamiltonian

A

Hr = —%EJan[|n><n+ 1+ n+ 1)nl]

are

o]

)= Y €"|m)

m=—0oQ0

with eigenvalues —E; cos ¢, that is, Hr o) = —Ejcos@|p).
(b) Show also that

F=2eclAr, il = =0 Y im)m+ 11— b+ 1]

m=—0oQ
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Chapter 8 ®
Mechanical Effects of Light oo

This chapter takes a first quantitative look at the way light can modify atomic
trajectories. Except for spontaneous emission, which is treated phenomeno-
logically, we describe the optical fields classically, an approximation that is
sufficient to introduce two key components of the light force, the gradient (or
dipole) force and the dissipative radiation pressure force. We then introduce
several aspects of atomic diffraction by light fields, including the Raman—
Nath, Bragg, and Stern—Gerlach regimes. The chapter concludes with an
introduction to atom interferometry.

The idea that light carries momentum and hence can influence the trajectory of
massive particles goes back to Johannes Kepler, who observed that the tail of comets
always points away from the sun and concluded that “The direct rays of the Sun
strike upon it [the comet], penetrate its substance, draw away with them a portion
of this matter, and issue thence to form the track of light we call the tail.” (J. Kepler,
as quoted in “A Comet Called Halley,” by I. Ridpath [1].) This idea was elaborated
upon by Newton, but of course it is Maxwell’s theory of electromagnetism that put
it on a solid theoretical footing.

In the previous chapter we briefly encountered mechanical effects of light in
the discussion of the inverse Stern—Gerlach effect and the realization of optical
Schrédinger cats, and then again in the discussion of the Casimir force. Our goal
is now to put this analysis on a more solid footing, concentrating first on two-level
atoms. The next chapters will then move on to laser cooling and the remarkable
new directions of research that it has opened, most importantly perhaps with the
realization of quantum degenerate atomic systems and of quantum simulators of
many-body solid-state systems. We will finally turn to quantum optomechanics,
where the cooling of mesoscopic and macroscopic objects offers enormous promise
in quantum metrology and quantum information. As such we are now redirecting our
focus toward the analysis of optical ways to bring the motion of massive systems
deep into the quantum regime and to optically control and manipulate that motion.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 229
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230 8 Mechanical Effects of Light
8.1 Semiclassical Atom-Field Interaction Revisited

Our purpose in this chapter is to take a first quantitative look at the way light can
modify the trajectory of two-level atoms. At this stage we describe the optical field
classically, an approximation that is sufficient to introduce two key components of
the light force, the gradient (or dipole) force and the radiation pressure force. It is
characterized by a slowly varying amplitude £(z), frequency w, and polarization
€(2),

E(Z, 1) = €Z)EZ) cos[wt + P(2)]. (8.1)

Note that when expressed in this form the phase ®(z) is not slowly varying, as it
includes the usual kz spatial dependence of the quasi-monochromatic field E(z, 7).
Spontaneous emission is introduced phenomenologically, and we assume that it
leads to the decay of the atom from its excited state |e) to the ground state |g) at
the Weisskopf—Wigner rate (5.18),

1 4wdld)?
" dwey 3hc?

(8.2)

This is essentially the level of approximation of Chap. 1, the new element being that
we now account explicitly for the changes in the center-of-mass motion of the atom
resulting from its interaction with the field.

Working for now in one spatial dimension only we proceed by quantizing
the atomic center-of-mass position and momentum z and p, which become the
canonically conjugate operators Z and p. It is therefore no longer sufficient to
describe the atoms with a density operator o that characterizes their internal atomic
state only. Rather, the matrix elements p;;, with i, j = {e, g}, are now operator-
valued quantities p;;(z) or p;;(p), depending on the representation—coordinate or
momentum—selected for the description of the center-of-mass dynamics.

After adding the kinetic energy of a two-level atom of mass m to the Hamilto-
nian (1.61) the atom—field system is then described in the electric dipole and rotating
wave approximations by

A2

N A (Z : 2
A= 2y hale) el — T [t @Oy g 1 he] 83)

where we have taken the energy iw, of the ground electronic level |g) as the zero of
energy. The electric field is evaluated at the position Z of the atom, and the spatially
dependent resonant Rabi frequency (1.62) has been slightly generalized to account
for a potentially spatially varying field polarization. It reads now

Q(2) =dle; - €DNE@ /N, (8.4)
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where €, is a unit vector along the quantization axis. In addition, the atom is subject
to spontaneous emission.

8.2 Gradient and Radiation Pressure Forces

The change in momentum p of the atom under the influence of the Hamiltonian (8.3)
is given by the Heisenberg equation of motion

P _ g g 85)
TR e '
which readily yields

dp i [ " (2)

=7 3 (e*@(%)e*i‘“ﬂe)(gl —l—h.c.) , ﬁj|

h . .
= Sle)(elv [szr (z)e—@(@e—lw’] +he., (8.6)

where we have used in the second equality the coordinate representation commuta-
tion relation

[f (), p] =inV f(X). (8.7)

Although it might appear that the kinetic energy part of the atomic Hamiltonian
plays no role here since it commutes with p, this is not the case since in addition to
Eq. (8.6) we need to consider the equation of motion for the center-of-mass position,

(8.8)

dx
dr

S.lm

The full description of the influence of light on atomic trajectories requires the
simultaneous solution of the coupled operator equations (8.6) and (8.8), but for now
we just consider the expectation value of Eq. (8.6), which can be thought of as a
form of Newton’s law for the mean atomic momentum. In this spirit, the right-hand
side of that equation can be interpreted as a light force acting on the atomic center
of mass. Its explicit form is

F(z) = <‘Z—f> — §<|e) (g|V [sz,(z)e—i‘b<Z>e—i‘°’] + c.c.>, (8.9)

where the expectation value is taken on both the internal degrees of freedom and the
center-of-mass state of the atom.
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The recoil momentum imparted on the atom by the absorption or stimulated
emission of a photon is /ik, and the associated frequency is the recoil frequency

hk?
Wree = — . (8.10)
2m

Its inverse defines a characteristic time wy;! for the center-of-mass dynamics. It
should be compared to the characteristic time for the internal dynamics, which is of
the order of the spontaneous lifetime I'~! of the transition. In many cases these two
time scales are vastly different, with wrec typically of the order of 10-500 s~! and I’
of the order of 10° — 10° s~ !, If that is the case, the internal state of the atoms can
be assumed to be in a quasi-steady-state relative to that of the center of mass, and

the internal and external contributions to the force (8.9) may be factorized as

h . .
F(Z) = 5 <|€) (g|>intemal <V[Qr(z)e_l¢(Z)]e_lwt> +c.c. (811)

external

It is important however to keep in mind that this factorization scheme is not always
justified. In particular it ignores any possible quantum entanglement between the
internal and center-of-mass motion of the atom. This is an important pitfall in many
of the most interesting applications of atom optics, which oftentimes exploit such
entanglements as we already saw in the discussion of optical Schrédinger cats of
Sect.7.3.

A further difficulty arises when trying to evaluate the center-of-mass expectation
value of the operator V [Q (2) exp(—icb(z))] because it is generally a complicated
function of z. For ultracold particles, in particular, there is no obvious way to
evaluate this expression short of determining the center-of-mass wave function
¥ (z,t). For well-localized particles, however, one can approximate this wave
function by a §-function located at some location zg(#). In this case, and keeping
in mind these limitations, Eq. (8.11) reduces to

i o
F(2) > 2 ()@ Dinternat VI (2)e ®@pmiel) e, (8.12)

where zo(z) is the classical center-of-mass location of the atom. Because this
approximation is reminiscent to the ray optics limit of conventional optics we adopt
the same usage here and call it the ray atom optics limit of the light force. We will
first encounter the wave atom optics regime in the discussion of atomic diffraction
of Sect. 8.4.

In the limit where (|e)(g|)internal can be evaluated in steady state we have finally

2, (2)

F(z) = >

[Usit(2) + VaB(2)], (8.13)
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where we have introduced the parameters

LA 8.14
a(r) = Q) (8.14)
Br)=Vo(r), (8.15)

or more precisely their one-dimensional version, and expressed the density matrix
elements p.; and pg. in terms of the steady-state Bloch vector components of
Eqgs. (1.89) and (1.90),

2A S r K
Ug = —— 5 Voo = — s
Q \1+s Q- \1+s

Q2/2
S = —F—"—
I2/4 + A2

with

the saturation parameter. We also dropped the subscript in rg for notational clarity.
We recall from Chap. 1 that the U-component of the Bloch vector is responsible
for dispersive effects, while the V-component is responsible for absorption and
emission. This is apparent from the dispersive form of U (A), which should be
contrasted to the Lorentzian absorption/emission profile associated with Vg (A).
This naturally leads to the decomposition of the force F' into two components as

F(z) = Fip(2) + Fg(2), (8.16)

where Fip(z) is the radiation pressure force

1 Al S
Frp(2) = EhQertﬂ =5 <1 ~|—s> Vo(z), (8.17)

which we already briefly encountered in the discussion of the Casimir force of
Sect. 7.5, and Fg(z) is a reactive force known as the dipole or gradient force!

1
F, = —hQ,Uga = —hA [ —— )
or(2) 5182 Usiee (1 ) 20

Radiation Pressure Force The expression (8.17) shows that the radiation pressure
force is nonvanishing provided the laser field exhibits a phase gradient. This force is
central to the Doppler cooling technique that will be discussed in the next chapter.

IRemember when comparing different publications that many authors use the alternative definition
of detuning § = w — wp = —A.
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In contrast, the dipole (or gradient) force requires a field amplitude gradient. Note
also the change in sign of the dipole force as the laser is tuned across the atomic
resonance, a direct consequence of its dispersive nature. This property can be
used to achieve state-selective atomic mirrors and optical dipole traps, which play
an important role in the study of ultracold and quantum degenerate atomic and
molecular systems, as we will see in Chap. 10.

For a monochromatic running wave
E(z,1) = €Ecos(wt —kz), (8.19)

the radiation pressure force becomes

Fuy(2) = hk = 2;/2 8.20
(@) = §<93/2+A2+(F/2)2)' (8.20)

It has the familiar power-broadened Lorentzian line shape associated with absorp-
tion in two-level systems, see Fig.8.1. Note that as the Rabi frequency 2 is
increased, Fyp saturates to the value Fyp — Al'k/2.

Since the reemission of a photon into the laser mode from which it was absorbed
does not change the momentum of the field, it follows that the atomic momentum
must remain constant as well. It follows that the radiation pressure force must result
from the absorption of a photon from the laser beam, with associated momentum

P

Fig. 8.1 Radiation pressure force, in units of ikI"/2, as a function of the laser-atom detuning
A = wp — w for a monochromatic running wave. All frequencies are in units of the damping rate
I'. Note that if the atomic center-of-mass motion is treated classically, the velocity dependence of
the force is readily obtained by including the Doppler shift, A — A =+ kv, where the “+” sign
corresponds to an atom moving in the opposite direction of propagation of the field and the “—"
sign to an atom moving in the direction of propagation of the field
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Fig. 8.2 Gradient (or dipole)
force Fgr(z, A) resulting from
a standing wave along the
z-axis as a function of the
detuning A = wp — w, in
units of I'

transfer 7k to the atom, followed by its spontaneous reemission into the continuum
of vacuum modes, a process that on the average does not result in any change in
atomic momentum, but see Sect. 8.3 for a more careful discussion of this point.

Gradient Force In contrast to the radiation pressure force the gradient force (8.18)
vanishes in the case of a plane running wave since such a wave does not exhibit a
gradient in its field amplitude. But the situation is of course different for a standing
wave or for a general superposition of plane waves. In that case we have, in one
dimension,

2
ha Ve, ) ) . 8.21)

Fa(@) = 77 (sz;(z)/z + A+ (T/2)?

This force is plotted in Fig. 8.2 as a function of A for a standing wave along the
Z-axis.

Because Fy(z) is proportional to the U-component of the Bloch vector, it does
not involve the absorption of energy from the field. Rather, it is due solely to
the redistribution of momentum between the various plane waves composing that
field by the atom. More specifically, an optical beam with a spatial inhomogeneity
(r) is comprised of a superposition of many plane waves propagating within the
divergence angle of the beam, and the elementary process underlying the gradient
force is the absorption by the atom of a photon from one of these plane waves
and its subsequent stimulated emission into another, a point discussed in detail in
Ref. [2]. For lasers tuned to the red of the atomic transition frequency, A > 0,
the atom is “strong field seeking,” in that the dipole force directs the atoms toward
regions of stronger fields. For blue detunings A < 0, this force is repulsive and
leads the atoms to regions of weak laser intensity. Note that in contrast to Fyp,
Fg does not saturate for increasing Rabi frequencies. Also, in addition to having
different physical origins, Fy, and Fg, are also in general in different directions.
This is illustrated in Fig. 8.3 for the case of a Gaussian beam profile.
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Fig. 8.3 Schematic of the

radiation force F = Frp + Fyr F
on a two-level atom in a p
focused Gaussian laser beam

Fig. 8.4 Optical potential (in
arbitrary units) associated
with the dipole force of

Fig. 8.2. Detuning

A = wp = w in units of '

Since in contrast to the radiation pressure force the gradient force is associated
with a conservative process it can be described in terms of a potential Uqp (not to be
confused with the U-component of the Bloch vector), so that with Fgr = —V Uy it
is possible to interpret the gradient force Fg, as deriving from the “optical potential”

hA Q2(z)/2
Uop(2) = = In (1 " ﬁ%) , (8.22)

which is plotted in Fig. 8.4 for the example of Fig. 8.2. At large detunings, |A| >
I', @, is reduced simply to

hQ} (z)

" (8.23)

Uopt(Z) =

The gradient and radiation pressure forces are central to a number of applications
in AMO physics and quantum optics, ranging from optical tweezers to optical
lattices, and from laser cooling and atom interferometry to the study of quantum
degenerate atomic systems. In many cases, though, it is necessary as we shall see
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to go past the simple ray atom optics description considered so far and to properly
account for the quantum nature of the atomic center-of-mass motion. The multilevel
nature of the atoms is also often an essential ingredient, in particular in the design
of optical traps and in laser cooling.

8.3 Dissipation

So far, our discussion of light forces has ignored the effects of spontaneous emission,
except at the simple phenomenological level required to establish steady-state
populations of the atomic levels. Except in the average sense invoked in the physical
interpretation of the radiation pressure force, this treatment fails to account for the
fact that the emission of a spontaneous photon must be accompanied by a random
atomic recoil, with a recoil velocity

hik
Urec = — (8.24)
m

of the order of 10~2 m/s for alkali atoms. This recoil is oftentimes negligible, for
instance when dealing with atomic samples at room temperature since thermal
velocities are of the order of hundreds of meters per second. But this is not so
in ultracold samples, where the random momentum kicks translate into a non-
negligible heating of the atomic sample, or in atom interference or diffraction
experiments, which usually require atomic beams of high monochromaticity. In
such situations it is important to properly account for the impact of the random
momentum fluctuations associated with spontaneous emission.

We have seen in Chap. 5 that the irreversibility of spontaneous emission makes it
necessary to describe the evolution of the atomic state in terms of a master equation
of the form

o N Ar A

o = pH- Al LIAL (8.25)
where H is the atomic Hamiltonian and the Liouvillian L[p] accounts for irre-
versible processes. We now revisit this analysis to include not just the electronic
degrees of freedom of the atom, but also its center-of-mass dynamics. The resulting
master equation [3-5] can be derived using simple symmetry arguments and
transformation properties [6].

Consider the atomic density matrix elements pee, Pgg, and peg. As we already
indicated, when the atomic center-of-mass motion is quantized they become
operator-valued quantities rather than simple complex matrix elements. When
atomic recoil is neglected and for atoms with upper to lower level decay the
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spontaneous emission contribution to their equations of motion is simply

dp dp
Lee| _ _ZPsg) _ _1p,,, (8.26)
dt s dr s
dﬁeg r,
= —— , 8.27
dr o ) Peg ( )

as we have seen, the first two equations describing the familiar irreversible transfer
of population from the excited to the ground state, and the third one giving the
concomitant decay of the atomic coherence.

When atomic recoil is included, however, an excited atom with center-of-mass
momentum p that decays to its ground state will have a shifted center-of-mass
momentum p — /K, where k is the momentum of the emitted photon. However, the
depletion of the excited state population and the decay of the electronic coherences
are then still described by Eqgs. (8.26) and (8.27). This must be so, because the
decay of the upper state cannot depend on the motional state of the atom, a direct
consequence of Galilean invariance, and it cannot change the momentum of the
excited atom, due to momentum conservation. The only modification is therefore in
the ground state equation of motion. It is conveniently described by the momentum
shift operator exp[—ik - 7], which acts on the center-of-mass state vector as

e % |py = |p — 7k) (8.28)

where |p) is an eigenstate of the atomic center-of-mass momentum operator.
Energy conservation in the atomic rest frame requires that k = wq/c for the wave

number of the emitted photon, so that the contribution of a spontaneous emission

event in the n direction to the increase in population of the atomic ground state is

drne_ikn.;ﬁeeeikn.; , (829)
where the differential rate of spontaneous emission dI'y along n is
dl'y = T®(n)d*n, (8.30)

and ®(n)d?n is the probability of emission into the infinitesimal solid angle d?n.
For example, in the case of a linear dipole transition in free space one would have

3 - d)?
®(n) = o <1 - (“d—z)) ) (8.31)

Integrating over all directions yields then

dpgg

ar (8.32)

— f drne—1kn»rﬁeee1kn~r
Sp
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and inserting Eqs. (8.26), (8.27), and (8.32) into Eq. (8.25) gives the master equation
describing spontaneous emission by a freely traveling two-level atom as

d,5 A N At —ikn7 ~ a~  ikn-F

o — o Heip — pH +T / d*ndm)e 7 5_ 56, T (8.33)
As in the Monte Carlo wave functions approach of Sect. 5.4 we have introduced the
effective non-Hermitian Hamiltonian

N N r
Heg = Hpy — ih§&+&, . (8.34)
The limit where photon recoil is neglected is recovered by setting k = 0 in

the exponents of the integrand of Eq.(8.33), resulting in the master equation of
Egs. (5.120) and (5.121),

dp 1A o . A an

— = ——[Hettp — pHegr] +T0_p0y . (8.35)

dr h

The integral term in Eq. (8.33) accounts for the irreversible increase in population

of the electronic ground state. It prevents a description of the atomic dynamics in
terms of a simple Schrodinger equation for a state vector. If however one is only
interested in the dynamics of the excited electronic state, such a description is still
possible and compatible with the master equation (8.33). This can be seen from the
following argument: The equation for g, is readily obtained from Eq. (8.33) as

dpgg i 132 N A
— = —— | —, —-I . 8.36
dr 7 [2m Pee Pee ( )

Writing then . = | (2)) (e (2)|, where |¢p. (7)) is a ket describing the center-of-
mass motion of the atom in its excited state, the equation for g, is immediately
recognized to be compatible with the effective Schrodinger equation

_dlge) [ p? T
in— —[%4—7%(600—15)}@0, (8.37)

which is typically much easier to solve than the corresponding master equation, as
we discussed in the analysis of the Monte Carlo quantum trajectories of Sect. 5.4.
From Eq. (8.37) one finds immediately the upper state probability

Po(t) = ¢ (e (0] (0)) , (8.38)
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with a lifetime that is independent of the center-of-mass state of the atom, as we
argued should be the case.”

8.4 Atomic Diffraction

In the analysis of the gradient and radiation pressure forces of Sect.8.2 we
mentioned the difficulty in evaluating the center-of-mass expectation value of the
operator V [Qr (2) eXp(—iCD(z))] and restricted ourselves to the ray atom optics
regime where the center-of-mass atomic wave function is approximated by its
center-of-mass position. This approach is particularly useful in situations where the
thermal de Broglie wavelength of the atoms remains short compared to an optical
wavelength, that is, in atomic samples above the so-called recoil temperature

Trecoil = h%k*/2mkp . (8.39)

However, it typically fails in the subrecoil temperature regime, atomic diffraction
experiments, and the description of the interaction between Bose—Einstein conden-
sates and light. This is the regime considered in this section, which discusses a first
example of wave atom optics, the diffraction of atomic matter waves by a light field.

In 1933, P. Kapitza and P. M. Dirac [7] predicted that an electron beam could be
diffracted by a standing light field as a result of stimulated Compton scattering.
However, they concluded that the experiment was not feasible, due to the lack
of a suitable light source. It was not until 1965 that the experiment was finally
carried out by L. S. Bartell et al. [8]. Shortly thereafter it was suggested that
diffraction by light fields could occur for neutral atoms as well [9, 10]. It was
noted that the effect could be significantly stronger than with electrons, as a result
of the resonant enhancement of the atom—field interaction. The first experimental
observations of atomic diffraction by optical gratings were carried out by D.
Pritchard and his coworkers [11-13], following a series of earlier experiments on
atomic deflection that lacked however the resolution required to separate various
diffraction orders [14, 15].

A typical atomic diffraction experiment consists of a monoenergetic beam of
atoms interacting with a standing wave light field, see Fig. 8.5. After leaving the
field region, the atoms further propagate toward a screen or some other detection
system. The resulting near-resonant atomic Kapitza—Dirac effect can be categorized
into three major regimes, commonly named the Raman—Nath, Bragg, and Stern—
Gerlach regimes. In the first two cases the wave packets of the impinging atoms

2This last statement assumes that the Doppler effect does not shift the atomic transition frequency
wp to a value for which the density of modes of the electromagnetic vacuum exhibits unusual
features, such as might be the case near a photonic band gap with a field mode density equal to
Zero.
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beam K beam

Fig. 8.5 Schematic of an atomic diffraction experiment at a standing wave light field. The atoms
are typically detected in the far-field region to the right of the optical grating

are large compared to the period of the standing wave pattern. As a result, the atoms
probe the full spatial structure of the potential. In contrast, the Stern—Gerlach regime
is characterized by wave packets that are well localized compared to the periodicity
of the optical potential.

To describe these various regimes theoretically we consider an atomic beam
of high enough momentum p, in the direction perpendicular to the direction of
propagation z of the field that it can be treated classically. In contrast, its transverse
momentum p, is assumed to be comparable to or smaller than the recoil momentum
hik and is treated quantum mechanically. Ignoring for now the effects of spontaneous
emission, the Hamiltonian describing the interaction of the atoms with the standing
wave is therefore, in a frame rotating at the laser frequency w,

. P X
H= ﬁ + hiAle)(e| + A2, cos(k?) f(t) (le){g| + h.c.) , (8.40)

where (2, p,] = iAi, Q, = d&/h is the resonant Rabi frequency (1.62), and A =
wo — w. The function f () accounts for the details of interaction time and strength
of the dipole coupling between the atom and the laser beam. It is determined by the
velocity v, of the atoms and the laser beam profile. In the following we assume for
simplicity that this profile is rectangular of width L, so that

f@®) =06 -0 —L/v), (8.41)

where O is the Heaviside function.
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8.4.1 Raman—Nath Regime

Raman—Nath diffraction refers to a regime where it is appropriate to neglect the
kinetic energy term in the Hamiltonian (8.40), while still treating Z as an operator.
This approximation amounts to considering an atom of infinite mass. As such
it accounts properly for the light-induced momentum changes in the transverse
atomic motion but neglects its changes in velocity. This regime was first analyzed
theoretically in Refs. [16—18].

It follows from the property (8.28) of the momentum translation operator that the
action of cos(kZ2) on the ket | p) is simply>

A 1 ikz —ikz 1
cos(kz)|p) = 3 (e +e ) |p) = 3 (|p + hk) + |p — hk)) , (8.42)

an expression that provides a simple picture of the effect of the optical field on
the atomic center-of-mass motion. Each time the atom absorbs energy from the
wave propagating in the +z direction, its center-of-mass momentum is increased
by fik. Conversely, each time it decays by emitting light in that same direction,
its momentum is decreased by /ik. Since the situation is reversed for the wave
propagating in the —z direction, it follows that each atomic transition can result in
a momentum kick +#k. The result of successive absorption and emission events is
that the atom acquires ever higher and lower momentum components, which differ
from the initial momentum by integer numbers of 7k.

In order to quantify this effect it is convenient to work in the momentum
representation and to express the state vector of the atom as

[V (1)) = Ce(p,1)|e) + Cg(p.1)Ig) (8.43)

where C.(p,t) and Cg(p,t) are the momentum representation wave functions
associated with the atom in its excited and ground electronic states, respectively.
Substituting | (7)) into the Schrodinger equation yields the infinite set of coupled
ordinary differential equations

L dCe(p, 1) _ IS
h——=

[Co(p +hk, 1)+ Cg(p — hk,1)] + A Ce(p, 1)

dr 2
dC,(p,t A2,
ih—géf ) P o+ kD) + Culp — Bk )] (8.44)

Consider for concreteness the resonant situation A = 0 and the initial condition
[V (0)) = Cg(p = 0,t = 0)|g). It describes an atom in its ground state with
a well-defined transverse momentum p = 0, corresponding to a plane wave for

3To simplify the notation we omit the subscript “z” in the z-component p, of the momentum
operator in the following unless confusion is possible.
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the center-of-mass atomic wave function. This initial condition, combined with
Eq. (8.44), implies that only transverse momenta that are integer numbers of Ak
can ever become populated. We can therefore expand the partial wave functions
Ce(p,t)and Cg(p, 1) as

Celp.1) = Y ec8(p — thk),
L=—00

Ce(p,) =) ge(®)8(p —Lhk), (8.45)
l=—00

with the initial condition* e;(0) = 0, g¢(0) = 8¢0. The equations of motion (8.44)
reduce then to
dx, K,

h— =
dr 2

[xe—1 + xe+11, (8.46)

where x; = e, for £ odd and x; = g,, for £ even, since for our initial condition
even scattering orders always correspond to ground state atoms and odd scattering
orders to excited atoms. The solution of this equation is known to be in the form of
2" _order Bessel functions of the first kind [16],

xe(1) = i (Q1) . (8.47)
This gives the probability P,(¢) for the atom to have a transverse momentum £#ik as
Po(t) = JZ (1) . (8.48)

The Raman—Nath approximation is valid provided that the transverse kinetic
energy of the atoms remains small compared with the interaction energy %€2;.
Clearly, as more and more scattering orders are excited, this condition eventually
ceases to be valid. The transverse kinetic energy corresponding to the £ scattering
order is easily seen to be h82wpec, Which implies that we must have Cwnee <K Q.
From the properties of the Bessel functions Jy one can show that after an interaction
time 7, 2¢ax translational states are populated, with €5« =~ 2€20¢. This implies that
the Raman-Nath approximation holds provided that t < 1/+/4Q, wrec.

Figure 8.6 shows a numerical solution of Eq. (8.44) that also includes the kinetic
energy term of the Hamiltonian (8.40) and the effects of spontaneous emission.
It illustrates the linear increase in the number of scattering orders as a function
of time predicted by the Raman—Nath approach and shows how this growth is

4The §-functions should not be taken literally. What is meant instead is a series of sharply peaked
and normalizable functions whose momentum width is much smaller than the recoil momentum
hik.
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Fig. 8.6 Momentum distribution P, of an atomic beam interacting with a resonant standing wave

optical field as a function of time. The units are recoil units, i.e. time is in units of w;ecl and the

momentum is in units of /ik. The figure results from simulations also including the kinetic energy
part of the Hamiltonian and spontaneous emission at rate I' = 20wrec. This leads for long enough
times to the washing-out of the diffraction structure

eventually stopped by the effects of the atomic kinetic energy. Physically, this
saturation results from a violation of energy—momentum conservation. Specifically,
because the dispersion relation of light is linear while that of atoms is quadratic, it
is impossible to conserve both energy and momentum at large scattering orders, a
feature reminiscent of phase mismatch in nonlinear optics. A numerical solution
of the problem that accounts the kinetic energy term and spontaneous emission
normally is therefore necessary in the general case, see e.g. Refs. [17, 18].

8.4.2 Bragg Regime

The Bragg regime of atomic diffraction is that regime where the effects of energy—
momentum conservation are sufficiently important that the kinetic energy term in
the atomic Hamiltonian cannot be ignored. As a result the number of allowed
diffraction orders is severely limited when compared to the Raman—Nath regime.
This is the atom optics analog of optical Bragg diffraction, where substantial
diffraction only occurs if the Bragg condition is fulfilled. Atomic Bragg diffraction
was first demonstrated in Ref. [13] and a more detailed theory that outlined here can
be found e.g. in Refs. [18, 19].

Rather than using the momentum representation as in the analysis of Raman—
Nath diffraction we treat Bragg diffraction in the coordinate representation, expend-
ing the state vector of the atom as

[V (1)) = Celz, )]e) + Cg(z, 1)[g) (8.49)
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where e(z, t) and g(z, t) are the center-of-mass wave functions corresponding to the
excited and ground electronic states, respectively. The equations of motion for these
wave functions are

9C,(z,t K2 32C,(z,t
ihﬂ = ——A + Q2 cos(kz)Cy(z, 1) + hAe(z, 1)

at 2m 972
., 0Cq(z, 1) h? 32C,(z, 1)
lhT = _%8—12 + hQr COS(kZ)Ce(Z, t) .

For large detunings |A| > (2, wrec) and atoms initially in their ground electronic
state, we can adiabatically eliminate the upper electronic state. The ground state
wave function equation of motion reduces then to

9Ce(z.1)  h 0°Cg(z.1)  hQ?

i — " cos?(kz)C,(z, 1) . 8.50
Ry om 922 A cos k@) (8:50)

This is a Mathieu equation, whose analytical solution is not possible in general.
We proceed to find an approximate solution in the regime of Bragg diffraction by
first transforming it into an infinite set of ordinary differential equations via the
introduction of the Fourier series expansion

Coz.t) =) gu(t)e™™, (8.51)
14

where ¢ labels again the units of transverse momentum. When inserted into the
Mathieu equation (8.50) this yields the coupled difference—differential equations

. dge(t hQ2 HO2
iA g;t( ) — (ezha)rec — 2A"> gz(t) — 4,_Ar (gl+2(t) —+ gg_z(l‘)) (852)

or, concentrating on first-order Bragg scattering, g¢(0) = &1,

_dgi(1) Q7 h$;
in 410 _ <ha)rec— ) 1) — 2 (830 + g1 (1)

dg_ hQ2 hQ2
lh gd;(t) — <ha)rec — 2Ar) g—l(t) _ 4Ar (gl(t) +g_3(t)) . (853)

These two equations are coupled to equations for £ = =3, which are in turn
coupled to equations for £ = =+£5, etc. As such they belong to an infinite set
of difference—differential equations. However, the energy difference between an
initial state of momentum p; = ¥¢; and a final state with momentum £ fik is
AE = (¢; + ¢ f)zhzk2 — Eizhzkz, so that conservation of energy demands that
20y = £; £ ¢;. In particular, for £; = 1 as considered here, the only other energy
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conserving diffraction order is for £ ; = —1. This permits one to truncate Eq. (8.53)
at £ = %1. The resulting equations can be solved straightforwardly to give

g1(t) = exp [—i (wrec - QE/ZA) t] cos (wpt) ,
g 1(t) = —iexp [—i (a)rec — Q2 /2A> t] sin (wp1) .

where w, = szf /4|A|. This shows that Bragg diffraction provides a method to
coherently split an atomic beam into two parts, much like a diffraction grating
in optics. It is characterized by a periodic oscillation between the £ = 1 and
£ = —1 scattering orders, an effect known in neutron diffraction as Pendellosung
oscillations, and observed in atom optics experiments by P. J. Martin et al. [13].

8.4.3 Stern—-Gerlach Regime

The final limiting case of atomic diffraction that we consider is the Stern—Gerlach
regime, where in contrast to Raman—Nath and Bragg diffraction the atomic beams
are spatially narrow compared to the period of the optical potential. We already
encountered Stern—Gerlach diffraction in the discussion of the inverse Stern—
Gerlach effect of Sect.7.3, where we showed how the different number states
comprising a quantized cavity field mode deflect excited and ground state atoms
differently. We now revisit this situation more quantitatively for the case of a
classical field, noting that with a proper change of the classical Rabi frequency €2,
to the appropriate n-photon Rabi frequency, the same analysis would also hold for a
quantized field in some number state |n).

Stern—Gerlach diffraction is conveniently analyzed by considering the optical
forces acting on the initially well-localized wave packet. They can be determined
simply by ignoring the kinetic energy term in the Hamiltonian (8.40) and locally
diagonalizing the remaining potential energy term. At resonance A = 0 this term is
simply

H — Higeal(z) = 7, cos(kz) (le)(g] +h.c.) , (8.54)

and its local eigenstates are the spatially dependent dressed states

INf(z) = % (Ig) +le) f(2),
1
12)f(z) = —= (1g) — le)) f(2), (8.55)

7 (g
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with local eigenvalues

E1(z) = 2, cos(kz) ,
Er(2) = —Q, cos(kz) . (8.56)

Consider then what happens to an atomic wave packet initially in its ground
electronic state |g) and at location zo,

[ (z,0) = 1g) f(z0), (8.57)
or, in terms of the local eigenstates (8.56),
1
V2

The two components of |g) f(z) in Eq.(8.58) are subject to equal and opposite
forces

18)f (@) = —=[If@+12)f@)]. (8.58)

Fi(z) = —

dE
LG Qo sin(kz),
dz

dEa(2)
dz

F(z) = — —hk Q¢ sin(kz) , (8.99)

which are 7 out of phase with each other. As a result, the mean positions (z1) and
(z2) of the partial wave packets associated with the atom in the dressed states |1)
and |2) are subject to the equations of motion

d*(z1) Rk
a2 ;Qr sin(k(z1)) ,
d*(z2) hk
= _;Qr sin(k(z2)) , (8.60)

with (z1(0)) = (z2(0)) = zo. These are pendulum equations. They show that an
atomic wave packet initially at rest is split into two parts that oscillate within a
potential well with period of small oscillations /2$2, @yrec, With wree = fik>/2m the
recoil frequency, as illustrated in Fig. 8.7. This behavior, which is the analog for
atomic matter waves of the Stern—Gerlach effect for spin-1/2 particles in a magnetic
field gradient, was first experimentally verified by T. Sleator and colleagues [20].
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Fig. 8.7 Splitting and oscillations of the two dressed states of a two-level atom in a Stern—Gerlach
experiment as a function of time. The atomic beam is characterized by an initial width (FWHM)
of Ax = 0.25A. Time and position are in recoil units

8.5 Spontaneous Emission

The previous section showed that in the absence of spontaneous emission, the
treatment of atomic diffraction by periodic light gratings is relatively simple.
For a plane wave incident atomic beam, it leads to sharply defined diffraction
peaks. However, these peaks are smeared as a result of the random momentum
kick imparted on the atoms by spontaneous decay. By increasing the number of
spontaneous decays during the time of interaction between the atom and the optical
field, the system undergoes a transition from a diffractive regime to a diffusion-
dominated regime [21, 22]. It appears that in that regime the only way to obtain a
good agreement with the experiments is by direct numerical solution of the master
equation accounting for the random atomic recoil resulting from the spontaneous
emission, see e.g. Refs. [23, 24].

More specifically, when taking spontaneous emission into account, the atomic
dynamics is governed by the master equation (8.25),

dp

i .od ..

do
dr dr |,
where I-AIA is given by Eq. (8.40). Consistently with the discussion of Sect. 8.3 we
express Lp o as

A r A A

Lpp= 5 (6+6_p + p646-) +T / d’n®m)e M7 5_ 56, T (8.62)
where Eq. (8.31) gives the angular distribution of spontaneously emitted photons for
a dipole-allowed transition. The master equation (8.61) can be solved numerically
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Fig. 8.8 Same as Fig. 8.7, but including the effects of spontaneous emission at rate I' = 10wrec

using, for example, a Lie—Trotter product formula to disentangle its formal solution
as

1+At R R ) R
ot + At) =T exp [/ dr(Ly + ED):I 0(t) >~ exp[LyAt]exp[LpAt]p(1),
t
(8.63)

where 7 stands for “time-ordered” and commutators of order Af*> have been
neglected in the exponents. Its solution permits one to study the transition from the
diffractive regime to the spontaneous emission dominated diffusive regime of inter-
action between the atoms and the light grating. Figure 8.8 shows one such example
for the case of Stern—Gerlach diffraction. This clearly demonstrates the need to
avoid spontaneous emission as much as possible in atomic diffraction experiments.

8.6 Atom Interferometers

Very much like mirrors and beam splitters are the basic building blocks of optical
interferometers, it is not hard to imagine that, by simple role reversal, optical
gratings and mirrors can serve as basic elements of atom interferometers by
coherently separating an atomic matter wave into two components that will follow
different paths before being recombined at a detector. Changes in the resulting
matter-wave interference pattern can then provide a signature of a perturbation on
one of the arms, or a differential perturbation on both arms. Because in contrast
to photons atoms are massive, they present several important advantages in a
number of applications, in particular related to measurements of accelerations
and gravitational forces. Two such examples are gravimetry, the measurement of
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gravitational acceleration, and gravity gradiometry, which uses combinations of two
or more atom interferometers to study variations in the earth gravitational field,
as further discussed in Problems 8.7-8.9. Gravity gradiometry is for instance an
important resource for mineral exploration, where it relies on the different densities
of types of rocks or liquids.

Atom interferometers were by no means the first matter-wave interferometers.
Electron interferometry goes back to the 1950s [25-27] and neutron interferometry
was developed in the 1960s by H. Maier-Leibnitz [28] and brought to a great degree
of sophistication by H. Rauch and his coworkers [29, 30]. While these interfer-
ometers are valuable tools for probing fundamental physics, atom interferometry
has a number of advantages of its own. It offers a wealth of possibilities stemming
from the different internal structures of atoms, the wide range of properties that
they possess, and their great variety of interactions with the environment, including
other atoms, electromagnetic and gravitational fields, and perhaps even dark matter,
as will be further elaborated upon in Chap. 12.

The previous section suggests several ways to exploit atomic diffraction by
light fields to realize atomic beam splitters and mirrors. However, a number of
potential difficulties need to be dealt with, most importantly perhaps spontaneous
emission and the associated random changes in atomic momentum, as we have
seen. In addition, it is usually important to limit the number of partial beams in
the interferometer, ruling out the use of Raman—Nath diffraction. Bragg diffraction
is more promising from this point of view, but finding the right balance between the
large detunings required to avoid a significant population of the excited electronic
state |e) and limit spontaneous emission, while at the same time allowing for a fast
enough atom—field interaction, usually proves to be a challenge.’

For this reason we concentrate in the following on the two-photon stimulated
Raman transitions approach [32, 33], a method that has proven remarkably suc-
cessful in a number of situations and largely avoids the issues associated with
spontaneous emission. In this approach two-photon stimulated Raman transitions
are exploited to coherently split an ultracold atomic wave function. This is realized
by two counter-propagating lasers of amplitudes E; and E; and frequencies w; =
cky and w» = cky, respectively, which drive a transition between two hyperfine
ground states |g) and |e) via a far off-resonant intermediate level [i), as illustrated
in Fig. 8.9.

Our starting point is the Hamiltonian of a three-level system interacting with two
classical fields at frequencies w; and wj. It is a straightforward generalization of
Eqg. (1.51), but including the center-of-mass kinetic energy of the atom as well since

SThere are however notable but relatively rare exceptions, see for instance Ref.[31], which uses
a ultranarrow clock transition in 33Sr to develop an atom interferometer based on single-photon
transitions, a system to which we will return in Chap. 12.

6 Although that figure may be somewhat intimidating due to the various detunings that it involves,
the only complication compared to the familiar two-level situation is the need for careful
bookkeeping of these detunings and the fields involved. Except for that, the analysis follows very
much the lines that we are already familiar with.
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Fig. 8.9 Level scheme for an atom interferometer beam splitter or mirror element based on
stimulated Raman transitions. The far off-resonant intermediate level |i) is drawn in light grey
to indicate that it is adiabatically eliminated, leaving only the effective two-level system {|g), |e)}.
The two driving fields are shown in different colors for clarity, with the solid arrows showing the
relevant transitions. The most important detunings are A and §

we are interested in mechanical effects. This Hamiltonian reads

9]
o= + hag|g) (gl + hwele) (] + hw;li) (il — A[Q1i)(g] + Q2li)(e| +h.c.],

2m
(8.64)

where we have introduced the Rabi frequencies 2; = dE;/h,i = {1, 2} of the two
dipole-allowed transitions |g) — |i) and |e) — |i), with dipole moments d taken to be
equal for simplicity, and

E(r,t) =Ejcos(k; - r — w1t + ¢1) + Excos(ky - 1 — wot + ¢2) , (8.65)

with k| &~ —Kk; for counter-propagating fields.

For this geometry the field E; (r, 7) couples the state |g, p) to the state |i, p+7k;),
and that state is coupled in turn to |e, p + fi(k; + Kk)) = |e, p + 2kK) by the
field Eo(r, t). The atoms making a transition from |g) to |e) experience therefore a
momentum recoil (K; + Ky) = hKkesr & 27k, and the general state of the system
can therefore be decomposed into a series of uncoupled manifolds {|g, p), |7, p +
nk), le, p + 27Kk)} characterized by states of the general form

[Vp (1) = Cgp(D)1g, P) + Cipixli, p+ 1K) + Ce piokle, p + 27k) . (8.60)
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We consider the limit of strongly off-resonant transitions,

Ay = w1 — (0 —wg) > Qp,
Ao = 2 — (0 —we) > Q7 (8.67)

and also assume that the two-photon transition between |e) and |g) is nearly
resonant,’ W, — wg X w1 — wy, with

(01 — @) — (We —wg) =8 K Ayg , Age,
so that we have approximately
Alg XAy =A, (8.68)

as shown in Fig. 8.9.

The detuning conditions (8.67) allow us to adiabatically eliminate the interme-
diate state |i) by proceeding along lines analog to those already encountered in
deriving the dispersive limit of the Jaynes—Cummings model. As was the case there,
an important outcome of this elimination is the appearance of a light shift similar to
Eq. (3.15). Especially in precision measurement applications of atom interferometry
these shifts cannot be ignored, and neither can the Doppler shifts resulting from
atomic motion. The resulting effective Hamiltonian describing the dynamics of the
remaining two-state system manifold {|g, p) , |e, p + Keff)} is therefore

o h 12 o —1(812+efr)
H=3 ( iGorst et Qeﬂemnz (8.69)
Qegre 0120 Pelt FA
where
| keff hkgff
812 = (w1 — @) — | (we — wg) + + am | (8.70)

kesr = ki + ko, and the relative phase ¢eif = ¢ — ¢ between the two fields is
chosen to make the effective two-photon Rabi frequency

Q95
1272 pidert (8.71)

Qeff =

7For convenience, the detunings are expressed in this section in the form of field frequencies minus
atomic frequencies, in contrast to the convention adopted in much of this book.
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real and positive. Note that in addition to the photon recoil hkgff/ 2m the detuning
812 also includes the Doppler shift p - ketr/m , with p the center-of-mass atomic
momentum, as shown in Problem 8.7.

Except for the light shifts |€2;|%>/2A appearing in the diagonal of H the situation
is now formally equivalent to that of a driven two-level system of Chap. 1. For atoms
in the initial state

[¥(t0)) = Cq.p(t0)|g, P) + Ce ptkes(fo)le, P + Kett)
we have therefore

Ceptke(fo +17) = o ilQ+Q3)/4A+512]7/2

X {Ce,erkeff(to)[cos(Qr/Z) —icos@ sin(Qt/Z)]
—iCy p(to)e 1200 sin g sin(Q7 /2)}
Coplto+17) = o ilQ+Q3)/40~512]7/2
x { — C pyky (f0)€ 1204 sin 6 sin (27 /2)

+Cy,p(t0)[ cos(Q1/2) +icos sin(Qt/Z)]} . (8.72)

where

Q = Q2 + (612 — (2 — 12P)/40)?,
sinf = Qerr/ 2,

i — (0 — [27)/4A
Q 9

cosf = (8.73)

where we recognize the correction to §1> from the light shifts in the last expression.

The expressions (8.72) are somewhat cumbersome, a consequence of the multiple
detunings associated with two-photon processes in three-level systems, combined
with the light shifts and effective two-photon Rabi frequencies that result from the
elimination of the intermediate state |i). The key point, though, is that qualitatively
they describe essentially the same physics as the Rabi oscillations familiar from
driven two-level systems, with periodic oscillations between the two states |g, p)
and |e, p + 7iKesr), as further elaborated upon in Problem 8.7. In particular, it is
possible to chose the field amplitudes and interaction times t such that an equal
superposition of the probability amplitudes of these two states is realized, thereby
forming a 50/50 beam splitter for the atomic wave function. Such a pulse is called
a /2 pulse in reference to the evolution of the state vector on the Bloch sphere.
At a later time T one can then apply a 7 pulse that acts as a mirror by exchanging
lg, p) and |e, p + Fikefr), as sketched in Fig. 8.10. This has the effect of redirecting
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7/2 pulse 7 pulse 7/2 pulse

Fig. 8.10 Diagram of a stimulated Raman atom interferometer scheme. The green solid and red
dashed lines indicate paths for which the atom is in the states |g, p) and |e, p + /iKeft), respectively.
The /2, , and 7 /2 pulses act as beam splitters (the 7r/2 pulses) and “mirror” (the 7 pulse)

the partial waves, so that they overlap again at a time 27, at which time a second
7 /2 pulse recombines them and produces a matter-wave interference pattern.

Because of their remarkable potential sensitivity, in particular when using “clock
transitions” such as for instance the ultranarrow 'Syg—3P; intercombination line of
88Sr, atom interferometers are a tool of choice to carry out precision measurements
both in applied science and in engineering as well as in fundamental science.
For example, Problem 8.9 discusses their use as gravity gradiometers. Laser
cooled atoms in atomic fountains can result in transit times through the arms of
the interferometer approaching one second and separations between the partial
atomic waves of the order of centimeters. These, and other improvements in atom
interferometers, can yield extraordinary sensitivities to minute changes in forces and
positions. Chapter 12 will illustrate how these properties can be exploited to address
profound questions in fundamental science.

Mechanical Gratings Instead of optical gratings it is also possible to develop atom
interferometers that use nanofabricated diffraction gratings consisting, for example,
of thin, low-stress silicon nitride membranes with precisely patterned holes. The first
experimental verification of atomic diffraction by a transmission mask was given by
J. A. Leavitt and F. A. Bills [34] who used a self-made single slit for that purpose.
To make mechanical gratings suitable for use in atom interferometers, great care
must be taken to obtain a pattern with positional accuracy below a small fraction
of the grating period. Their fabrication process is described in Refs. [35, 36]. In
addition to their applications in matter-wave diffraction and atom interferometers,
nanofabricated gratings have been used in the generation of matter-wave holograms.
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Problems

Problem 8.1 Determine the gradient force Fy(x,y) and optical potential
Uopt(x, y) tesulting from two standing waves propagating in perpendicular
directions X and y. Plot the potential for two values of the detuning A of opposite
signs, with |§| = T.

Problem 8.2

(a) Solve analytically the Bragg diffraction equations of motion

L dge() hQ2 hQ?
mgcf—t - (ezhwm -3 A’) 8e(t) = 7= (ge42(t) + ge2(0))

after truncating them at £ = +£1.
(b) Keeping then terms up to £ = =5, solve these equations numerically to
investigate, and verify the role of energy conservation in the system dynamics.

Problem 8.3 Using atomic diffraction in the Bragg regime and two standing
wave fields, determine quantitatively how to design a beam splitters and “mirrors”
arrangement that operates as an atom interferometer.

Problem 8.4 Consider the problem of atomic diffraction, but instead of a classical
field, with the interaction of the atoms driven by a quantized field described by the
standing wave E = &(a + a') sin(k?). Extend the Hamiltonian (8.40) to handle
this situation, and solve the atom diffraction problem in the Raman—Nath regime for
the resonant case A = 0 and a field in a number state |n), ignoring spontaneous
emission into other modes.

Problem 8.5 Solve that same problem, but for an electromagnetic field consisting
of two counter-propagating running waves, £ = &.(a; + &I) exp(ikz) + & (az +
&;) exp(—ikz). Explain why the diffraction pattern of the atoms is different in
that case. Hint: Think of the discussion of standing waves vs. running waves of
Sect. 2.2.2 and of quantum entanglement.

Problem 8.6 Extend the analysis of the Stern—Gerlach regime of atomic diffraction
to the case of a single-mode quantized field, with an atom—field interaction of the
form H — I:Ilocal (z) = hgcos(kz) (&|e)(g| + h.c.), by extending the dressed states
of Eq. (8.55) to include the state of the field, much as in the discussion of the Jaynes—
Cummings problem, see Egs. (3.7), but with spatially dependent dressed states.

Problem 8.7 (Atom Interferometers and Gradiometry) This and the next two
problems dig somewhat deeper into atom interferometry and in particular derive
a result that motivates the use of atom interferometers as gradiometers, gravity
gradiometers, and even gravity wave antennas.

(a) Consider the stimulated Raman problem of Sect. 8.6, but ignoring the recoil
effects associated with the absorption and emission of light, that is, ignore the
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kinetic energy term in the Hamiltonian (8.64), and consider the resonant case
8 = 0. The general state of the system is then

[V (1)) = Ce(0)g) + Ce(n)|e) + Ci(0)]i) .

In the limit of large detunings A, eliminate adiabatically the intermediate state
|i), determine the ac Stark shift and the effective two-photon Rabi frequency
that couples then the remaining levels |g) and |e), and derive the equations of
motion for the probability amplitudes C,(z) and Cg(2).

(b) How are these equations modified for a moving atom whose center-of-mass
momentum when it is in the ground electronic state is p? Show that in that case
the dynamics of the system is described by the effective Hamiltonian (8.69).

Problem 8.8 Determine the conditions under which the combined effects of the
fields E1 and E» actas (a) am/2 and (b) a w pulse for the two states |e) and |g) in the
stimulated Raman scattering situation described by the effective Hamiltonian (8.69).

Problem 8.9 We will encounter in Chap. 12 atom interferometers relying on “clock
transitions,” that is, transitions between a ground state |g) and an excited state |e)
with extremely long spontaneous lifetimes, possibly as long as tens of seconds, see
e.g. Ref.[31]. These operate on true two-state transitions rather than on effective
ones, in which case the equations of motion (8.72) simplify to

Cepik(to + 1) = e*i5f/2{ce,p+k(r0)[cos(szr /2) —icos 0 sin(Qt/2)]
—iCy p(to)e 09 sin g sin(Qt/Z)} ,
Coplto + 1) = "2 —iC, 1 (10)e 7 sin ¢ sin(R27/2)

+ Cg,p(to)[cos(Qt/Z) +1icosf sin(Qr/Z)]} ,

where Q, = dEg/h is the field Rabi frequency and Q = /|| + 82 the
generalized Rabi frequency associated with the electric field

E(r,7) =Egcos(k-r — wt + ¢]),
and the detuning

p-k hk?
d=w— (W, —wg) + — + —
m 2m
accounts for both the Doppler shift associated with atomic motion and the photon
recoil frequency.
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()

(b)

(©)

Show that for an atom with initial ground and electronic state probability
amplitudes Cy p(t0) and C, p1k(fo) the state of the system after a 7 pulse of
duration t will be

Ceptk(to + ) = —iCyq p(tg)e P72 00FI]

Coplto + 1) = —iCe px(t0)e™/ 21201
Similarly, for a /2 pulse or duration 7/2,
Ceprito+7/2) = /%[ Cpiultn) = iCq p(i0)e™ 09| /12,
Coplto +17/2) = &7/ [—iCe,wk(to)ei[‘s"’W] + cg,p(zo)] V2.

Consider an atom interferometer with a 7w /2--7 /2 configuration, with the first
7 /2 pulse occurring at time ¢, the  pulse at t, = #; + T + t/2, and the second
/2 pulse at 13 = t; + 2T + 37/2. Show then that for an atom initially in its
ground electronic state, we have, following these three pulses,

Ce p+k(t3 + T/2) — _(i/z)e—i5f/2e—i[5tz+¢([2)](1 _ €_i5r/2€_iA¢),
where

Ap =¢(11) —2¢(12) + ¢ (13),

and ¢ (z;) is the phase of the light relative to the atom at time #;, referenced to
the phase at some fixed time point.

If the atom is falling under the action of gravity and the 7 /2-7-7 /2 sequence
is produced by a vertically oriented laser, show that A¢ = —k - gT?, where g
is the acceleration of gravity. As such this system permits to measure g, or any
other acceleration, and a gravity gradiometer can be realized with the use of two
interferometers that measure g at two elevations.
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Chapter 9 ®
Laser Cooling Qe

This chapter discusses how the mechanical effects of light can be exploited
to cool atomic samples. We focus first on Doppler cooling, Sisyphus cooling,
and subrecoil cooling, three techniques that allow the cooling of free space
atomic samples to temperatures increasingly close to absolute zero. We
then turn to cavity cooling, which relies on the spatial dependence of
the field Rabi frequency in optical resonators, before concluding with the
sideband cooling of trapped ions, an important method for applications in
quantum information and quantum metrology and that can also be extended
to mesoscopic and macroscopic mechanical oscillators.

We understand intuitively that shining light on an object tends to heat it up, but what
is perhaps less evident is that light can also be used to cool objects to remarkably
low temperatures. Laser cooling of atoms and ions is a well-established area of
AMO physics, and similar techniques are now exploited to cool mesoscopic and
macroscopic objects as well, a topic to which we will return in Chap. 11. In this
chapter, we concentrate largely on atomic cooling and discuss a series of methods
that permit to reach increasingly low temperatures, to the point where the atoms are
so cold and their thermal de Broglie wavelength so large and that their individual
center-of-mass wave packets start to overlap with those of neighboring atoms. This
can result in the onset of phase transitions to many-body states of the atomic sample
as a whole, more famously perhaps to the Bose—Einstein condensation of bosonic
atoms which will be the topic of Chap. 10.

9.1 Doppler Cooling

The ray atom optics description of the effect of light forces on atomic motion
introduced in Sect. 8.2 is sufficient to understand the simplest form of laser cooling,
Doppler cooling, which was proposed and demonstrated in the 1970s [1, 2]. All that
is required is to generalize the form of the radiation pressure and gradient forces of
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Eqgs. (8.17) and (8.18) to account for the situation of moving atoms rather than atoms
at rest. This generalization will allow us to see how a properly detuned light beam
can slow down atoms and thereby cool an atomic sample. Since as we shall see
Doppler cooling does not typically permit to approach the recoil limit v = fik/m of
atomic velocities, it is sufficient for now to describe the atomic motion classically.

Consider specifically an atom moving at constant velocity vo in the plane
monochromatic running wave

E@,t) =€&cos(wt —k-r1). 9.1

Assuming that it is initially at the origin r = 0, the field E(r, ¢) at its position at
time ¢ will be

E(r, 1) = € £ cos(wt — k - vot) = € € cos[(w — wy)t], (9.2)

where we recognize wy = Kk - v as a Doppler frequency shift. For moving atoms,
then, the atom—field detuning A appearing in Egs. (8.20) and (8.21) becomes

A—>Ag=wy—(w—wg) =A+wg. (9.3)
We recall from Sect. 8.2 that the gradient force acting on an atom vanishes for
plane running waves, since they do not exhibit any field amplitude gradient. We

are therefore left with the radiation pressure force Fyp only, and for an atom moving
along the axis of the running wave, Eq. (8.20) yields

1 ( Q22 )
Frp(vo) = ~hkT" . 9.4)

2 A +(T/2)2 + Q2/2

For small velocities, we can expand this expression to lowest order in vg as

Fip(vo) >~ Fip(vg = 0) — nug, 9.5)
where
= hk’T AQ;/2 (9.6)
= [AZ+ (T/2)2 + 2212 | ‘

The first term in Eq. (9.5) is a constant, and the second term acts as the detuning-
dependent friction force illustrated in Fig.9.1. The interpretation of this force is
quite simple: because of the Doppler effect, the atom sees a field propagating toward
it as having a higher frequency than a field propagating in the same direction. Hence,
an optical field that is red-detuned from the atomic frequency for an atom at rest
(A > 0) will appear closer to resonance in the first case and further from resonance
in the second case. As a result of this imbalance, atoms moving toward the light field
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Fig. 9.1 Frictional

coefficient 7, in arbitrary n
units, as a function of the |
detuning A = wy — @

between the atomic transition

and field frequencies, for

Q, = I'/4. Detuning in units 0

" \

Q, =T1/4

A

are decelerated more than atoms moving away from it are accelerated. Cooling can
therefore be achieved by combining two counter-propagating red-detuned fields. In
case these fields are weak enough that the two running waves treated as independent,
we have immediately that the net force acting on an atom is

Fpboppler = —2nv9 . 9.7

The situation is more complicated in the case of strong laser fields, since the
two counter-propagating waves can no longer be assumed to act independently.
Under these conditions, the atomic dynamics can become quite complicated, and
one can even reach a situation where damping requires the laser to be blue-detuned.
A complete theory of the strong-field regime of Doppler cooling is given in Ref. [3],
which also discusses in detail the theoretical limit to the temperature that can be
achieved by this method. Here, we give a simple heuristic argument to evaluate this
limit, based on the balance between the cooling effect of the friction force (9.7) and
the heating effect of spontaneous emission.

Doppler Cooling Limit We saw in Sect. 8.3 that each spontaneous emission event
is accompanied by a momentum kick 7k of the atom in some random direction.
This results in a random momentum diffusion, that is, in the heating of the atomic
center-of-mass motion. In steady state, the number of random momentum kicks in
the time interval &7 is given by

dn = Ipe.dt, (9.8)

and the resulting momentum spread of the atom is

R2KT s
8p?) = h2k*T .8t = St 9.9
(6p°) Pee ) T+s 9.9)

where we have used the steady-state inversion (1.87) to evaluate p,.
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Table 9.1 Tabulated values Atom | Tooppter (1K) | Trecoit (1K)
of the Doppler temperature g 5389 185
Tpoppler and the recoil —
temperature Trecoil for Li 142.11 6.06
selected elements BNa |240.18 2.40

85Rb | 143.41 0.37

133Cs | 124.39 0.20

In addition to the randomness of spontaneous emission, a second source of
heating is the randomness of light absorption, a result of the fact that the direction
from which a given photon is absorbed is uncorrelated with the others. It can be
shown that this leads to a heating roughly equal to that associated with spontaneous
emission, so that Eq. (9.9) should be multiplied by a factor of 2. Doppler cooling
reaches a steady state when the decrease in momentum due to the cooling force (9.7)

balances this diffusion,
sp? sp?
(L) _ (L) , 9.10)
8t cooling 8t diffusion

that is, with 8p% = 2pdp, for

2
p 2,2 $
—2n— = h°k°T . 9.11

T <1+s) ©1D

From Eq. (9.6), one finds readily that the maximum friction is obtained for A =
I'/2, which yields the lowest equilibrium temperature Tpeppler- In the weak-field
limit, this gives

sp?
kBTDoppler = 7 = hr/4 , 9.12)

where kp is Boltzmann’s constant. A more precise analysis [3] finds
TDoppler = hF/ZkB > 9.13)

the so-called Doppler limit of laser cooling. This limit is of the order of 240 WK for
sodium and is listed in Table 9.1 for several other elements.

It was long believed that this was the fundamental limit of laser cooling, but
multilevel effects ignored in the current discussion, and to which we now turn, show
that this is far from being the case.

IW. D. Phillips is fond of saying that “there is no such thing as a two-level atom, and Sodium is
not one of them.”
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9.2 Sisyphus Cooling

At the Doppler temperature limit Tpoppler, the atomic thermal de Broglie wavelength

2 h
«/zkaT

is still very small, of the order of 10 nm or so, the precise value depending on the
atom under consideration. Since Agp is a rough measure of the spatial extent of
the atomic wave packet, this indicates that above or near the Doppler temperature
limit the center-of-mass wave packet is at least one or two orders of magnitude
smaller than an optical wavelength. Hence, its dynamics is still well described in
the ray atom optics approximation. One way to reach the wave optics regime is to
filter the velocity distribution of the atoms, as this has been the case in many atomic
diffraction experiments. Another route consists in further cooling the sample below
the Doppler limit. Polarization gradient cooling, or weak-field Sisyphus cooling, is
an efficient laser cooling mechanism that achieves this goal. It was first observed by
P. Lett et al. [4] and explained by J. Dalibard and C. Cohen-Tannoudji [5].

In its simplest form, polarization gradient cooling results from the optical force
associated with two optical potentials out of phase with each other and acting on
an atom with two degenerate ground states. Under appropriate conditions, the atom
preferentially jumps from one to the other ground state when it approaches a max-
imum of the potential associated with the first ground state and hence a minimum
of the other. As a result, it mostly moves “uphill,” much like Sisyphus of the Greek
legend, and loses its kinetic energy in the process. The underlying mechanism is an
“optical pumping” process whereby the atom undergoes a transition to an excited
electronic state followed by spontaneous emission. This section briefly reviews the
main characteristics of this cooling method in the simple case of a multilevel atom
witha J, = 1/2 < J, = 3/2 atomic transition between its ground and excited
states.

In one dimension, one possible way to generate an appropriate optical potential
is to use two counter-propagating light fields in a so-called lin_Llin geometry,

Agp = 9.14)

1. : - i
E(z, 1) = 3 [exé‘oel(kz_“”) — i€, Ege ket 4 c.c.] ) (9.15)

Both fields are traveling waves of amplitude &), wave number k, and frequency
o, but they have perpendicular linear polarizations €, and €, along the +x and
+y directions, respectively, hence the denomination lin_Llin. The phases of the two
traveling waves are chosen such that the total field has a o_ circular polarization at
the locations z = £nA/2 and a o polarization at z = A/4 + nA /2, where n is an
integer. The field (9.15) may then be reexpressed as

1 .
EG0) =3 [E(z)é’e_"‘)t + c.c.] , (9.16)
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Fig. 9.2 Level scheme, with the Clebsch—-Gordan coefficients indicated, for polarization gradient
(Sisyphus) cooling on a J;, = 1/2 < J, = 3/2 transition. The |e) level manifold is shown in
light gray to emphasize the fact that these levels are only virtually populated by far off-resonant
transitions and adiabatically eliminated, so that the optical fields and spontaneous emission
effectively couple only the two levels of the ground state manifold

where £ = /2&y and €(z) is the position-dependent polarization vector

€(z) = €_ cos(kz) — i€ sin(kz) (9.17)
with
- r .
€L = :I:E (ex F 1ey) . (9.18)

As we shall see, this position-dependent polarization is essential in achieving
Sisyphus cooling.

In contrast to the two-level atoms considered in much of this book, the optical
field interacts now with the Jo = 1/2 < J, = 3/2 transition of the multilevel
atomic system sketched in Fig. 9.2. We indicate the ground state manifold with the
subscript “g” and the excited state manifold with “e,” so that the corresponding
atomic Hamiltonian reads

. p? N .
H= ﬁ + hwg Py + hw, P, (9.19)

where we have introduced the projection operators I3g and P, for the ground and
excited manifolds as

b

=

Py, = Z|gmg><gmg| , Mg = {_%7
meg

}. (9.20)

I
|
NI

ﬁe = Z leme)(eme| , me = {_
Mme
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The electric dipole interaction )il AF between the atom and the laser field (9.16)
must be modified from its two-level atom expression to include the various
levels involved and the relative strengths of their transitions, given by appropriate
Clebsch—Gordan coefficients. For the J; = 1/2 < J, = 3/2 transition at hand, it
takes the form [3, 5]

V =—dt - EG e +he.

i o 1 .
_Ehgr sin(kz) |:|€3/2)(g1/2| + ﬁ|el/2)(8—1/2|i| e ! 9.21)

1 . .
+§h9r cos(kz) [Ie—3/2)<g—1/2l + ><g1/2|:| e +he.,

1
—le_12
Vel

which displays explicitly the spatial dependence of the various transitions involved,
a critical element of Sisyphus cooling. The reduced atomic raising operator ar
and its adjoint d~ are defined in terms of the Clebsch-Gordan coefficients for the
allowed transitions as

gq 'dA+|mg) = (ngmgCIUemeHme) s

& -dtim,) =0, 9.22)

with ¢ = = gives the polarization of the laser field. Their values for a J, =
1/2 < J, = 3/2 transition are shown in Fig.9.2. We have also introduced the
Rabi frequency

A &
Qr = —(e32ld - €+|81/2>g- (9.23)

In weak-field polarization gradient cooling, one always considers situations
where the laser field is detuned far to the red of the atomic transition. In that case,
it is possible to adiabatically eliminate the upper electronic states. The evolution of
the remaining two magnetic ground states is then governed by the effective atomic
Hamiltonian

D
Ao = 2 — hAsoAT (A (), (9.24)
2m
where the operator A(z) is
A(x) =€) -dT = [é_cos(k?) — i€, sin(k2)] - d T, (9.25)

and

= ! —Q% (9.26)
! <A2 + (r/2>2) '
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is the individual saturation parameter corresponding to each of the two counter-
propagating waves.

The Hamiltonian (9.24) is the sum of the atomic kinetic energy and an effective
optical potential

Vopt = —hiAsoAT(2)AZ) (9.27)

that is local in the z-coordinate and diagonal in the ground state basis |g+1/2).
Problem 9.2, see also Ref. [5], shows that

N 2 "
Voptlg1/2) = —hAso [1 3 COSZ(kZ)} 1g1/2) = U+ (2)1g1/2)

. 2 50
Voptlg—1/2) = —hAso [1 3 Slnz(kz)} 1g-1/2) =U_(2)Ig-1/2) . (9.28)

This demonstrates that the two ground state sublevels |g1/2) and |g—1,2) are subject
to optical potentials, or light shifts, resulting from both the o and o_ standing
waves appearing in Eq.(9.22). They are illustrated in Fig.9.3, which shows that
the minima of the light shift U_(z) repeat periodically at z = nA/2, while those
of l7+ (z) occur at z = A/4 + nA/2. These are the locations where the laser field
exhibits either pure o or pure o_ polarization, respectively.

If the atomic dynamics were only driven by the optical field E(z, ¢), then atoms
in the ground states |g1/2) and |g—1,2) would simply move in the periodic potentials
U4 (z) and U_(z), respectively, without undergoing any electronic transition. In the
ray atom optics regime, this motion is similar to that of a ball being alternatively

energy 4
\ ~ - /_r 184112)
/ : N S
\\ y s
Uy X LY
7N A N
¥ . \o\\ v ) il \\ v
| . . . | 3—112)
9- i O+ lin O-
0 A/8 A4 34/8 A2 Z

Fig. 9.3 Light shifts of the magnetic sublevels |g+1,2) as a function of position. The dotted arrows
indicate the virtual transitions to the excited state manifold, followed by spontaneous transitions
back from one to the other of the two magnetic ground states. The size of the dots is proportional
to the steady-state populations of these levels for an atom at rest at position z, for A > 0
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accelerated and decelerated as it moves down and up the successive potential “hills”
of a corrugated roof. In the wave atom optics regime, the situation is a bit more
subtle, as the periodic potential acts as a diffraction grating for the atoms, as we
saw in Sect. 8.4. However, neither in the ray optics nor in the wave optics regime
would the interaction of the atoms with these potentials alone lead to cooling: what
is still missing is a mechanism through which the atomic center-of-mass energy can
be dissipated. In this case, this mechanism is spontaneous emission, which we have
ignored so far. Specifically, the effective ground state Hamiltonian (9.24) accounts
only for virtual transitions from one of the magnetic ground states to the excited
state manifold, followed by stimulated transitions back to the other ground state.

The omission of spontaneous emission can be corrected along the same lines as
in the discussion of Sect. 8.3, that is, by describing the atomic dynamics in terms of
a master equation for the ground state manifold that includes both a non-Hermitian
effective Hamiltonian and a “jump” Liouvillian. Following the adiabatic elimination
of the excited state manifold, it takes the form [3]

dp | B N Ap A
< = o (Herd — pA%) + L15). 9.29)
where
. p? T\ 24 02 s
Hees = — — hisg (A + —) A'(DA(2), (9.30)
2m 2
LIpl=Tso Y E*-dHARIA @G, -dh), 9.31)

q=0,£

and the vectors €, give the polarization of the spontaneously emitted photon, with
q = 0 corresponding to linear polarization. Importantly, the master equation (9.29)
is valid only to zeroth order in the parameter

_ kv (9.32)
77 - F £ .

where vy is the atomic velocity. As such, it does not include the effects of Doppler
cooling and hence would apply to a precooled atomic sample. Furthermore, it does
not account for the random atomic recoil associated with spontaneous emission that
we already encountered in Sect. 8.3, a point to which we will return when discussing
the Sisyphus cooling limit at the end of this section.

Note that the Liouvillian /3[,5] involves the laser field through the operators f\(ﬁ)
and f\T(ﬁ). This is because after eliminating the excited state manifold, the effects
of spontaneous emission appear in the ground state only, and for these levels, the
Liouvillian must account for the combined effects of the virtual absorption of a laser
photon, then, followed by spontaneous emission. This contribution to the atomic
evolution is key to the cooling process, as it is the mechanism that couples the two
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degenerate ground states |g1,2) and |g_1,2). This is easily seen intuitively, because
the laser field can, for example, induce a transition from the ground state [g_1/2) to
the excited state |eq/2), from which the atom can then spontaneously decay to the
ground state |g1,2), as indicated by the dotted arrows in Fig. 9.3.

The master equation (9.29) permits to compute the dynamics of the populations
P12 of the two sublevels of the ground state manifold resulting from this optical
pumping mechanism. Treating the atomic center-of-mass motion classically, its
evolution is governed by the rate equations

dPis(z,t 217 2r .
w = —— cosz(kz)Pl/z(Z, 1)+ — 51n2(kz)P_1/2(z, t),
dr 9 9
dP_y2(z, 1) dPy)2
= — 1), 9.33
dr dr @ 1) ( )

where we have introduced the scaled decay rate I'' = 5.

The first of these equations shows that optical pumping out of |g1,2) into |g—1,2)
is largest at the positions z = nA/2 of o_ polarization, that is, at the locations of
maxima of the optical potential U4 (z), from which the atom undergoes a transition
to a minimum of U_(z). As a result, then, the atom has a tendency to always move
uphill, resulting in the cooling of its center-of-mass motion.

Sisyphus Cooling Limit Returning for a moment to the full internal atomic
dynamics, the interaction potential (9.21) readily allows one to extend the gradient
force (8.18) to the multilevel system considered here to give

Ak . . 1 . s
Fy = 5 " cos(kz) [(g1/2|,0|63/2)e W —(g_1lplerjp)e +c.c.i|

V3

. R B 1 R .
sin(kz) [(g1/2|ﬂ>|€3/2)€ O —(g12lple—12)e +C.C~]

/3

along the z-axis. In the far off-resonant situation considered here and for velocities
low enough that kv < T, the upper electronic states can be adiabatically eliminated,
and this equation reduces approximately to

r

hk
+

For = kUpsin2kz [P12(z, 1) — P_12(z, )] , (9.34)

where

Uo = 2hA (—Q% L2 (e 9.35)
073 A2+(r/2)2>_3(A> ©.

and |Up| is the depth of the optical potential. The reactive force is therefore
proportional to the difference in populations of the two ground state sublevels, as
would be intuitively expected. From Eq. (9.33), we note that the characteristic rate
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governing optical pumping between these states is

=5 =" (9.36)

For low intensities, so < 1, it can be orders of magnitude smaller than the
spontaneous emission rate I'. This is why polarization gradient cooling can lead to
a temperature orders of magnitude lower than Doppler cooling. Indeed, one could
intuitively argue that the final temperature that can be achieved by this method is
roughly given by the depth 7%|A|s( of the periodic optical potentials. In the case of
large detunings |A| > I, this gives

kgT =~ |A|’. (9-37)

This result might convey the impression that arbitrarily low temperatures can be
achieved simply by reducing the Rabi frequency €2,. This, however, is not correct:
in finding the expression (9.37), we assumed that the energy lost by the atom while
climbing a potential well is large compared with the kinetic energy change in a
fluorescence cycle due to the atomic recoil, an assumption implicit in the neglect of
spontaneous recoil in the master equation (9.29). This condition clearly ceases to
hold when th|A| ~ h?k?/2m. Consequently, the true limit of Sisyphus cooling
turns out to be a few recoil temperatures.

9.3 Subrecoil Cooling

In both Doppler and Sisyphus cooling, the final cooling temperature is a result of a
balance between the cooling force and spontaneous heating. Hence, it appears that
to reach temperatures below the recoil limit, one needs to find a mechanism that
leaves the atoms in a final state that is completely immune to spontaneous emission.
Such dark states are central to cooling via velocity-selective coherent population
trapping (VSCPT) [6], the cooling mechanism to which we now turn.

For concreteness, we consider a J; = 1 <> J, = 1 atomic transition driven by
two counter-propagating laser fields of orthogonal polarizations, see Fig.9.4. The
positive frequency part of the combined laser fields is then

1 o L
EG0) =3¢ [6+elkz i e lkZ] . (9.38)

A key element of this level scheme is the vanishing electric dipole matrix element
between the levels |eg) and |gp), so that it can thought of as consisting of a “V”-
type and a “A”-type three-level systems that are not coupled to each other by an
electric field of the form (9.38). In addition, spontaneous emission can optically
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Fig. 9.4 Schematics of a J; = 1 <> J, = 1 atomic transition, showing the A (red) and V' (blue)
subsystems, and the levels coupled by spontaneous emission, with the non-zero Clebsch-Gordan
coefficients indicated

pump population from the “V” into the “A” system, but not the other way round, as
illustrated in Fig. 9.4.

For atoms initially in the ground state manifold, it is therefore possible to ignore
the levels associated with the “V”-subsystem and restrict the analysis to the “A”
system only, for which the laser—atom interaction takes the form

YA hQr —ikz ikz —iwt
V=-T7 (1e0)(g11e™ — leo)g-11e*7) e 7" + hc., (9.39)

where Q, = d&/h is the Rabi frequency. The minus sign in front of the second
contribution to A follows from the relative signs of the Clebsch—Gordan coefficients
associated with a J, = 1 < J, = 1 electric dipole transition and indicated in
Fig.9.4.

In the momentum representation, the interaction Hamiltonian (9.39) becomes

V= @/dp(leo p)g1, p + hk| — leo, p){g—1, p — hk|) e " +h.c
2ﬁ : 9 9 —_ 9 . 9

(9.40)
where we have used the integral representation of the translation operator
et = / dplp)(p F hk|. (9.41)
From Eq. (9.40), we have that
% hQr —iwt
Vieo, p) = ——= (181, p + hik) — |g—1, p — hk)) e, (9.42)

232
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that is, the laser field couples the excited electronic state |ep) of the atom with
momentum p to a coherent superposition of the two electronic ground states
|g1, p + hik) and |g_1, p — hk) with momenta differing by 2/k. All such dipole-
coupled triplets form closed manifolds M(p) that we label with the value of the
excited state momentum,

M(p) = {leo, p), 181, p + hk), |g_1, p — hk)}. (9.43)

This suggests introducing the new basis set

1
. = — (lg1, hk) — |g_1, p — hk
[¥e(p)) ﬁ(lgl p+hk)—|g-1,p )

1
nc = = P nk -1, — hk
[¥nc(P)) ﬂ(lgl p+hk)+1lg-1,p )
[Ye(p)) = leo, p) . (9.44)

for which one readily finds

N Q.

Vive(p)) = == "¢ Ie(p) (9.45a)
Vive(p)) = === 1e(p)) (9.45b)
V{Yme(p)) = 0. (9.45¢)

Importantly, though, two additional mechanisms need to be considered in the
description of subrecoil cooling limit, and both of them couple the various manifolds
M(p). They are of as always spontaneous emission, which produces an incoherent
coupling between them resulting from atomic recoil kicks randomly distributed
between —#ik and ik and, in addition, a coherent motional coupling between
the levels |Y(p)) and |Yyc(p)) due to the kinetic energy part of the atomic
Hamiltonian. Both are essential in understanding the subrecoil cooling limit.

Dark States Equation (9.45¢c) shows that the state |{,c(p)) is not coupled to any
other state by the laser field. Hence, if spontaneous emission resulted in a transition
from the excited state |e(p)) to |Ync(p)), it would appear that the atom would remain
trapped in that state forever. This, however, is not correct, because we still need to
account for the effects of the kinetic energy p*/2m on the atomic dynamics. While
the states |eg, p), |g1, p+hk) and |g_1, p—hk) are eigenstates of the kinetic energy
operator, such is not the case for the superpositions |¥.(p)) and |¥,.(p)). This is
what leads to the advertised motional coupling of |.(p)) and |Ymc(p)), with matrix
elements

hkp

(%(P)I Iwnc(p)) =— (9.46)
m
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As a result, atoms can therefore escape from the state |y, (p)) except, however, for
p = 0: the state |y, (0)) is a perfect trap, a dark state uncoupled to any other state
of the system, be it via laser-induced dipole transitions, spontaneous emission, or
motional coupling.

This observation leads to a simple qualitative explanation of atomic cooling via
velocity-selective coherent population trapping. We discuss the one-dimensional
situation for simplicity, but an extension to three dimensions is straightforward.
Consider an atom initially in the manifold M(p) and spontaneously emitting a
photon of momentum 7Kg, with kg = wg/c, in some random direction. Denoting
its component along the z-axis %iko ; = u, this results in a transition from the state
leg, p) to some linear superposition of the states |gy, p — u) and |g—1, p + u).
From Eq. (9.43), it is apparent that the first of these states belongs to the manifold
M(p — u — hk) and the second to M(p + u + hk). Because —hk < u < hk,
spontaneous emission results therefore in a redistribution of states in the manifold
M (p) into the manifolds M (p’), with

p—2hk < p < p+2hk, (9.47)

where we have assumed that kg >~ k .

In addition to this recoil effect, spontaneous emission is the cause of the finite
linewidth T of the upper states |¥.(p)) and TV =~ Qf /' of the ground states
| (p))—this latter value, which results from the laser coupling between the ground
and excited electronic states, being valid at resonance and in the weak-field limit
Q, < T'. Also, the states | e (p)) acquire a linewidth T'”, a result of their motional
coupling to the states |{.(p)), which are in turn optically coupled to the excited
states |, (p)). For kp/M <« T, one finds

kp Zr
I=4(-=\) — 48
(M) Qz’ ©48)

which can be interpreted as the probability per unit time that the atom leaves the
state [¥nc(p)).

Because the only state with an infinite lifetime is |¢,c(0)), subsequent fluores-
cence cycles eventually lead to an accumulation of atoms in that state. Hence, the
final momentum distribution of the atoms will be given (in one dimension) by two
arbitrarily narrow peaks centered at p = +hk. A detailed theory of VSCPT cooling
can be found in Refs. [3, 7].

9.4 Cavity Cooling

We have seen in Chap. 3.4 that cavity environments provide significant additional
flexibility compared to free space situations for the control of atom—field inter-
actions. It is therefore not too surprising that these added features can also be
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exploited to cool atoms. This section discusses a method of cavity cooling [8, 9]
that is somewhat reminiscent of Sisyphus cooling, except that it relies now on
dressed states of the atom-—cavity system. To provide an intuitive understanding
of this approach, we first discuss a fully classical model that describes the cavity
cooling of the Lorentz atom of Sect. 1.2 before turning to a full, albeit simplified
description where both the atom and the intracavity field are quantized.

Classical Oscillator We consider a single-mode optical cavity supporting a stand-
ing wave field mode of frequency w. and wave vector K, driven by a classical
field of amplitude &, and frequency w. After a straightforward modification of
Eq. (5.147) for classical fields, see Eq.(5.158) and Problem 9.3, the equation of
motion for the slowly varying amplitude £(¢) of the intracavity field is

E(z,1) = E(t)e " cos(Kz7) + c.c. (9.49)
given by
) +(k/2—AHER) = iﬁP(t) + Vi, (9.50)
dr 2¢q

where P is the slowly varying polarization, «/2 is the amplitude decay rate of
the resonator of length L and A, = @ — w,. The intracavity field interacts with
a harmonically bound electron of frequency wp described as a Lorentz atom. Its
position x(¢) relative to the “atomic nucleus” located at position z, undergoes
damped oscillations governed by Eq. (1.20),

d? d
( +2yd_+w(2)>x(t)=_£E(Za,t). (9.51)
t m

dr?

In the slowly varying amplitude and phase approximation, and with Egs. (9.49)
and (1.50), the Maxwell wave equation simplifies to

diil‘) + (k/2 —iA)EWM) = [-T'(20) —iUGE)IEW) + VK Ein, (9.52)

where A = wg — w,

e 14 2
r = K 9.53
(za) <4m€0v> AT 1,2 08 (Kzq) (9.53)

is a spatially dependent decay rate resulting from the scattering of light from the
dipole oscillator, and

62

dmegV

u >——< ) 2 co2(Kzo) 9.54)
Za) = A2+y2 COS Za .
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is the associated spatially dependent frequency shift of the cavity mode frequency.
The cavity volume V was introduced to convert P(¢) into a proper polarization
density.

For convenience, we now scale the intracavity field to

[n
e= |24, (9.55)
eV

keeping in mind that this is a somewhat misleading step due to the appearance of 7 in
a completely classical theory. The motivation for this scaling is merely to allow for
an easy generalization to a quantum description, where « will then be interpreted
as the square root of the mean number of intracavity photons. The coupled self-
consistent equations that describe the coupled evolution of the field and the center
of mass of the classical “atom” read then

d . .

< = [6/2 = T(o) = ibe — UG a 41, (9.562)
dp, 5 d

__ , 9.56b

dr || dZau(Za) ( )
dzq Pa

Za _ Pa 9.56
dr m ( ©)

where 1 accounts for the coupling of « to the driving field &, and p, is the particle
momentum. Equation (9.56b) shows that the force —|« |2(dU (za)/ dza) acting on the
classical oscillator is essentially the gradient force introduced in Sect. 8.2, except
that as it now acts on a classical oscillator in a cavity instead of on a two-state
system.

The cooling of the oscillator results from the periodic dependence of the
intracavity field on the atomic position. Equation (9.56a) shows that it is driven
both by U4(z,), which changes the mode frequency locally, and by I'(z,), which is
due to the spatially dependent spontaneous light scattering by the dipole, resulting
in a spatially dependent cavity response time.

More specifically, for empty cavities, the maximum transmission and intracavity
intensity occurs when it is driven by a resonant field, but the situation is different
with an atom inside the resonator: The atom—field interaction results in a shift in the
cavity resonance frequency U(z,) that depends on the atomic position. In particular,
the strong coupling for an atom at an antinode of the cavity mode may shift the
pump into resonance, thereby increasing the intracavity field. However, the field is
also subject to a position-dependent damping «/2 + I'(z,) that results in a time
delayed response, and for appropriate conditions, field maxima can therefore occur
after the particle reaches a location where the cavity mode function—in the present
example, sin Kz with K = nm/L, n integer—imposes a minimum to U/(z). As a
consequence, the particle will climb up the optical potential hills at times when they
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Fig. 9.5 Schematic of the classical picture of cavity cooling. The lower figure shows U(z,)
(negative in this example), which governs the position-dependent change in the frequency of the
cavity field due to its interaction with the particle. Its zeros are the zeros of the cavity mode function

sin(K z). The upper figure shows both the intracavity field |o |§mic (z4) for adipole at rest (solid line)

and its value |a|2(z,) (dashed line) for a dipole moving at constant velocity, as a function of the
dipole position z,. The red shaded area shows a region where the particle is moving uphill against a
field |a|?(z4). That field is larger than in the green area, where the particle moves downhill against
a weaker field |or|(z,), resulting in its cooling. Arbitrary units

are higher than when it moves downbhill. This results in the cooling of its motion, as
illustrated in Figs.9.5 and 9.6. This mechanism, whose origin is a properly time-
delayed gradient force, is reminiscent of Sisyphus cooling, as will also become
evident from a simplified quantum description in terms of dressed states to which
we now turn.

Simplified Quantum Description A simple quantum interpretation of cavity cool-
ing follows directly from the Jaynes—Cummings model, with the only differences
that the two-level atom is now allowed to propagate along the cavity axis and that the
system is driven by an external field, see Eq. (5.147) or its approximate form (5.158)
for a classical driving field.

Since the vacuum Rabi frequency is now spatially dependent, the dressed
states (3.3) of the (non-driven) Jaynes—Cummings model are spatially dependent
as well,

[1,n) = sin6,(z)|e,n) + cosB,(2)|g,n + 1)
|2, n) = cosB,(z)|e,n) —sinb,(z)|g, n + 1), (9.57)

with

tan[20,(z,)] =

—2g(za)vn +1 9.58)
— A .
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time
Fig. 9.6 Solid line: evolution of the particle position z, (solid line) and momentum p, (dashed
line) during the cavity cooling of a classical oscillator of mass m and frequency wy. The position
Z4 1s in units of the wavelength A, the momentum p, is in units of ik, and time is in units of «. In

this example, I'(z, = 0) = 0.16, U(z, = 0) = 0.45, A = =2, A, = 0, and n = 1.0. For long
enough times, the oscillator becomes trapped in one potential well of the optical potential

and corresponding eigenenergies

E1n(zq) = h(n+1/2)0w + 12, (z4) ,
Eon(zq) = A(n + 1/2)w — 72, (z4) , 9.59)

where

1
Qu(za) = E\/AZ +48%(za)(n +1). (9.60)

In order to identify the basic physics underlying the cavity cooling mechanism, it
is sufficient to consider the limit of weak excitation, where the atoms are mostly in
the ground state. For large negative detunings, the dressed state |1, n) of the undriven
system approaches |g, n 4+ 1), with eigenenergy E; , = hw(n + 1) — hwp/2 near
the nodes of the intracavity field, see Egs. (7.43). Similarly, |2, n) — |e, n), with
energy Ey, = hwn + hwg/2. In particular, the energy difference between the states
E1 o and E; o becomes

Eio— Exo~ —hA, 9.61)

as illustrated in Fig. 9.7. At these locations, the energy difference between the state
|1, 0) and the ground state |g, 0) is readily found to be Aw, that is, this transition is
resonant with the driving field. It follows that at these locations, the atom will be
preferentially pumped by that field from |g, 0) to the state |1, 0). From the point on,
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a slow atom will adiabatically follow that state. As it moves further away from the
node of the field, it is forced to climb up the potential E o(z), loosing kinetic energy
in the process, until spontaneous emission brings it back to the state |g, 0). The
excitation followed by spontaneous emission sequence is then repeated, much like
in Sisyphus cooling. It will eventually cease when the atom no longer has sufficient
kinetic energy to climb up the potential hills and is trapped in one of the wells.

Reference [9] discusses additional conditions under which this type of cavity
cooling can also be achieved, in particular by a careful choice of cavity detuning
A;, = o — w, and positive detunings A = wg — w. This situation is the topic of
Problem 9.6.

9.5 Sideband Cooling

So far, we have considered the optical cooling of neutral atoms in atomic vapors or
beams. We now turn to the case of trapped particles, more specifically trapped ions.
These are of considerable interest for quantum information applications, where the
capability to manipulate the internal state of strings of trapped ions cooled to their
motional ground state provides a promising approach to quantum state engineering
and quantum information processing.

Ion Traps Ions can be trapped by electromagnetic restoring forces, either in
combinations of static electric and magnetic fields as in Penning traps [10] or in
time-dependent electric fields as in Paul traps [11], see Fig.9.8. In both cases, the
resulting potential can be approximated as a quadratic potential, so that the motion
of an ion near the trap center can be characterized by three frequencies. In the
Penning trap, the axial motion is at a frequency v,x, while the radial motion is the
sum of a harmonic cyclotron motion of cyclotron frequency vcyc and a repulsive
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Fig. 9.8 The Paul trap and the Penning trap are geometrically similar quadrupole traps. The Paul
trap exploits an intermediate frequency AC voltage between a hyperbolic ring and hyperbolic end
electrodes, while the Penning trap has a repulsive DC voltage on the end electrodes and a strong
magnetic field in the axial direction

magnetron motion at frequency vmag due to the fact that the electric field forces
the ion away from the trap center, with veye > Vax 3> Vmag. Similarly, the ion
motion near the center of a Paul trap is well described by a harmonic motion in
three dimensions characterized by three frequencies vy, vy, and v;. In the following,
we restrict ourselves for simplicity to one dimension. The generalization to three
dimensions is straightforward.

Resolved Sideband Cooling We consider a single two-level ion of mass m trapped
in a one-dimensional harmonic trap of frequency v and interacting with a classical
field E(z,t) = Eo€ cos(wt — kz). This system is described by adding the harmonic
center-of-mass motion of the ion to the Hamiltonian (1.61). With the results of
Sect. 2.1, this gives readily

)

~ 1 N
A=2" 4 22 £ hAle) s [6+e‘kz 4 h.c.]
2m 2
A7 h$2, ik
= hwb'b + hAle)(el + =~ [Ie)(gle + h.c.] , (9.62)

where the Hamiltonian AvbTh, with elgenstates |n), accounts for the harmonic
motion of the trapped ion. The operators b and b', with [b, '] = 1, are annihilation
and creation operators of vibrational quanta or phonons.

As before, the optical field-induced center-of-mass recoil of the ion is described
by the translation operator (8.28) or its integral form (9.41)

Ak — / dplp)(p F HI. 9.63)
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On the basis {|n)} of vibrational Fock states, this operator is associated with
transitions |n) — |n’), with transition matrix elements

Fouow = (0’155 n) . (9.64)

It follows that a state |g, n) of the ion is in general coupled to a set of states {|e, n’)},
with transition frequencies

Wy =wp+ (' —n)v. (9.65)

The linewidth of the excited electronic state |e) is given by its spontaneous decay
rate I, and for large I' >> v, there will be a number of accessible states |e, m)
whose transition frequency (9.65) falls within it. This should be contrasted with the
opposite limit I' < v, where the various frequencies wj, ,» will be resolved. This is
the so-called resolved sideband limit of sideband cooling. In that regime, the laser
can be tuned to a specific sideband and selectively drive transitions between bands.

Consider then the transition matrix elements (9.64), and reexpress the position
operator Z of the ion in terms of the annihilation and creation operators band b' as

2 = zype(b + b7), (9.66)

where z,pf is the zero-point position

=,/ —. 9.67
Zzpf v ( )

Further introducing the Lamb—Dicke parameter
N = kzgpf, (9.68)
with n2 = Wrec/V, Eq. (9.64) becomes
Fucsw = {0110+ 1)

= |1 +inb+ b+ 0m>)n). (9.69)

If the trap frequency v is much larger than the recoil frequency wrec, then n < 1. In
that case Eq. (9.69) shows that transitions where n’ differs from n by more than one
are largely suppressed, and it is sufficient to consider ground to excited transitions
involving the levels

lg,n) — le,n 1), (9.70)

as illustrated in Fig. 9.9.
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Fig. 9.9 Schematics of the resolved sideband cooling of trapped ion, with v the trap frequency
and w the frequency of the cooling laser. The straight green arrows indicate the laser-induced
transitions |g, n) <> |e,n’), with n’ = n or n £ 1 in the Lamb-Dicke limit, and the wavy arrows
indicate spontaneous emission between the states |e, n) and |g, n)

Motional cooling will be achieved if transitions from the state |n) to [n — 1) are
favored over transitions from |n) to |n 4 1). This is because from a given initial state
le, n — 1), spontaneous emission will on the average result in the decay |e,n — 1) —
|g, n — 1), so that following subsequent transitions, the ion will eventually approach
the |[n = 0) state.

From the analysis of the rate equation approximation of Chap. 1, we recall that
the transition rate between two levels coupled by a field with Rabi frequency €2, and
with atom—field detuning A is given by Eq. (1.85),

e (@2 071
_?(A2+<F/2>2>' ©-7D

With Egs. (9.69) and (9.65), this result becomes, when considering the Lamb—Dicke
limit of the motional transition matrix elements,

R =n7729—% _@r =nA 9.72)
n—n—1 T A% i (F/2)2 = — .

2 2
Rt = 4 D ( '/2)

T m) =m+1DA4, (9.73)
with

Ay =(wptv) —w. 9.74)
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The rate A_ is maximally favored over A4 for A_ = 0, or @ = wp — v, and hence
|A4| = 2v, that is, for a laser detuned to the red of the transition frequency wg by
the trap frequency v, see Fig. 9.9. From a detailed balance argument along the lines
of Sect. 5.2, the rate of change of the probability p,, to be in the motional state |n) is

dpn
dr

=-—nA_pn+n+ DA _pp1 =+ DAypn +nAypar, 9.75)

see in particular the discussion leading to Eq. (5.63). This results in the steady-state
solution

_ A+ (9.76)
Pn = e Pn—-1, .

which gives, for a field resonant with the blue-shifted transition |g, n) — |e,n — 1)
sothat A =0and Ay =vandI' K v,

r\2
Dn X (—) Pn—1 9.77)
2v

corresponding to a thermal distribution with 7 = (I'/2v)? < 1.

In addition to being of considerable importance in precision measurements and
in the implementation of trapped ion-based quantum information systems, sideband
cooling also finds significant applications in quantum optomechanics, where the
same idea is exploited to cool mesoscopic mechanical systems to their ground state
of vibration. This will be discussed in Chap. 11.

9.6 Evaporative Cooling

While laser cooling has found a number of applications in quantum optics and
optomechanics, it turns out not to always be sufficient to achieve the combined
phase space densities and low temperatures required to investigate the many-body
dynamics of quantum gases, such as e.g. Bose—Einstein condensation. In such cases
laser cooling can be complemented by other techniques, the most common being
evaporative cooling. For the sake of completeness, we briefly discuss elementary
aspects of this approach of interest for quantum optics applications.

In contrast to the laser cooling methods discussed so far, evaporative cooling is
quite familiar in everyday life. It is the mechanism that leads to the cooling of a cup
of coffee and that is also used as a very effective, low-tech, and inexpensive way
to cool houses in hot and dry climates. As time goes on, coffee cools down as the
most energetic (warmest) molecules escape from the cup and the remaining ones
rethermalize at a lower temperature.
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The evaporative cooling of atomic samples works in much the same way, except
that the coffee cup is replaced by an atomic trap, and, more importantly, the
atomic densities and temperatures involved are much lower. It was first proposed
by Hess [12], and its first experimental demonstration was accomplished in spin-
polarized atomic hydrogen [13]. Extensive reviews of evaporative cooling can be
found in Refs. [14] and [15].

To achieve efficient cooling, the high energy tail of the thermal distribution
of atoms must be constantly repopulated by collisions so that an equilibrium
distribution can be maintained and the cooling process sustained. Hence, an essential
condition for evaporative cooling is that the lifetime of the sample to be cooled
must be long compared with the collisional thermalization time. The problem,
however, is that at the low densities typical of atom optics experiments, the collisions
are rare, with a concomitant long thermalization time. Indeed, typical collisional
thermalization times in Bose—Einstein condensation experiments are of the order of
seconds.

An efficient way to improve evaporative cooling in atomic vapors is the technique
of radio frequency-induced evaporation, first proposed by D. Pritchard et al. [16]
and by T. W. Hijmans et al. [17]. The basic idea beyond this approach is quite
simple: consider a magnetic trap with trapping potential of the form

V(r) =mpguplB(r) — Bol, 9.78)

where mp is the magnetic quantum number of the trapped magnetic sublevel, g is
the Landé g-factor, up is the Bohr magneton, By is the bias field of the trap and
B(r) is the radially dependent trap magnetic field, and apply a radio frequency field
at frequency wys that can flip the atomic magnetic spin, hence leaving the atoms in a
state expelled from the trap. The resonance condition for such transitions is

hort = |g|itB Bres(r), (9.79)

which, combined with Eq. (9.78), shows that only atoms with an energy
E > |mFpllglup [Bres(r) — Bo ] = AlmF|(wrf — wo) (9.80)

where oy is the frequency associated with the bias field By, will escape the trap, or
evaporate. Slowly varying wf in a way appropriate for the details of the trap under
consideration allows one to achieve sustained evaporation without having to reduce
the potential depth of the actual magnetic trap, making it easier to cool the sample
in an efficient fashion.

To discuss evaporative cooling in a slightly more quantitative way, consider a
sample of atoms of initial total energy E7 and average energy per atom (E) =
E7/N, and assume that the average energy of the evaporated atoms is (1 + €)(E).
The energy removed from the sample by dN particles is therefore (1 + €)(E)dN,
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and the change in average energy per atom is

_ Er — (1+€e)(E)IN

(E) — d(E) N—dN ) (9.81)
so that to the lowest order
dE) _ IN (9.82)
E) N
or
(E) ( N )6
—_— == , (9.83)
(Eo) No

where (Eg) and Ny are initial values. In this simple model, the average energy
of the particles, and hence their temperature, decreases as a power of the number
of particles. While this is an oversimplified picture, which assumes that € is
independent of N and ignores the detailed role of the thermalizing collisions and
of possible external influences such as radio frequency fields, it does give a rough
idea of the way evaporative cooling works.

Problems

Problem 9.1 Evaluate the recoil temperature, recoil velocity, recoil temperature,
and Doppler temperature, as well as the acceleration associated with the force F' =
hkT for the D2 (32S1/2 — 32 P53 line of a sodium atom (mass = 3.82 - 10~26 kg,
w =27 x 508.8 THz, I' = 62 - 10°s~1). Evaluate also its de Broglie wavelength at
both the Doppler temperature and the recoil temperature.

Problem 9.2 Derive the optical potentials (9.28)
o 1 _ 2 2 1\ — 77 oy ]
Vopl+4) = ~nAso [1 = 3eos?k) | 1+3) = 04 @)1+
Vopl =3y = —haso[1 = 3sin2k) | I=4) = O-@)1- D),

which account for the stimulated dynamics of the ground state manifold in Sisyphus
cooling by adiabatically eliminating the evolution of the excited manifold.

Problem 9.3 Derive equation (9.50)

LU /2= 80EW) = 22P() + Vi
dr 2é0

for the intracavity field in case it is driven by an external field &y.
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Problem 9.4 Derive Eq. (9.52) and Egs. (9.29)—(9.31) by following an approach
that parallels the analysis leading to Eq. (5.115) and adiabatically eliminating the
upper state manifold.

Problem 9.5 Derive Eq.(9.50) by extending the analysis of the slowly varying
approximation of Sect. 1.2 to the case of a cavity with damping rate ¥ and mode
frequency w, driven by an external field of frequency w. Derive also Egs. (9.56a)—
(9.56¢) by extending Eqgs. (1.26) and (1.27) to the case of a Lorentz atom inside the
resonator.

Problem 9.6 Show that a cavity cooling scheme similar to the one discussed in
Sect. 9.4 can be achieved by a proper choice of cavity detuning A, = @ — w, and
positive atom—field detunings A = wog — w. In that case, you should find that the
atom needs to be pumped into the minima of the lower, rather than the upper dressed
state.

Problem 9.7

(a) Derive the rate equations that govern the sideband cooling of a single ion
confined to a one-dimensional trap in the Lamb-Dicke limit.

(b) Solve these equations numerically for n = 0.1, wf/ ' =1, A_ = 0 and
parameters I', (w—w,) and v such that the resolved sideband regime is satisfied.
Assume in the numerical solution that the ion motion is initially in thermal
equilibrium with a mean phonon number i = 3.

(c) Verify that the steady state reached by the ion satisfies the detailed balance
condition (9.77).
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Chapter 10 ®
Bose—Einstein Condensation Check for

Bosonic atomic vapors cooled to extremely low temperatures may undergo
transitions to Bose-Einstein condensates (BEC). After a brief review of
this effect in non-interacting free space systems this chapter discusses new
features resulting from trapped samples. We then turn to an introduction to
Schrodinger field quantization and apply this formalism to the derivation
of the Gross—Pitaevskii equation and the description of Bogoliubov quasi-
particles. The final part of this chapter focuses on optical lattices, a type
of optical traps that permits to develop powerful bridges with condensed
matter physics, for example in realizations of the Bose—Hubbard model. We
conclude with a brief overview of atom microscopes, which allow for a direct
characterization, atom by atom, of ultracold atomic samples on lattices.

The experimental realization of quantum degenerate atomic systems, in particular
of atomic Bose—FEinstein condensation (BEC), is arguably one of the most important
achievements resulting from the availability of laser cooling and advances in
evaporative cooling techniques. In addition to opening a new area of investigation in
AMO physics and in quantum and atom optics, this breakthrough also provides the
opportunity to build exciting bridges with other areas of physics, most importantly
perhaps with condensed matter physics and field theory.

The theoretical prediction of Bose-Einstein condensation goes back to the
realization by A. Einstein [1, 2], following the original ideas by S. N. Bose [3],
that below a critical temperature 7, a gas of non-interacting bosons can develop a
macroscopic population of its lowest energy state. Although it had been predicted
for decades, the first atomic BEC was successfully realized only in 1995 by E.
Cornell et al. [4], who cooled a gas of rubidium atoms to 1.7-10~7 K above absolute
zero, and shortly thereafter by W. Ketterle et al. [5], who created a BEC of sodium
atoms. The requisite breakthroughs to achieve this goal were the ability to produce
low enough temperatures, combined with trapping techniques that permit to confine
atoms with a sufficient phase space density without the need for material containers.

The first experimental demonstrations of atomic Bose-Einstein condensation
were rapidly followed by a broad spectrum of advances in the theoretical and
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experimental study of ultracold atomic gases. They offer exciting new avenues to
investigate a wide range of topics at the boundary between AMO science, condensed
matter physics, and field theory and are driven to a significant extent by the ability to
develop quantum simulators that permit the quantitative study of strongly correlated
bosonic or fermionic systems, quantum phase transitions, topological phases of
matter, and much more.

The theory of BEC is well documented in most books on statistical mechanics [6—
8], although surprisingly, there are still difficulties being addressed, especially
relative to the fluctuations in particle numbers predicted by different statistical
ensembles, see e.g. Refs. [9-12]. However, these issues seem to be restricted to
the case of non-interacting gases and we will not dwell on them here.

Although our focus in this chapter will be on trapped, low-density, and weakly
interacting alkali bosonic gases, we begin with a brief review of the phenomenology
of BEC in free, non-interacting systems, concentrating on the mean occupation of
the various states of the particles. We then discuss in Sect. 10.2 the new features
resulting from trapped samples before turning to a more formal development of
Schrodinger field quantization, a formalism of considerable use in the discussion
of the more elaborate aspects of BEC. The last part of this chapter focuses
on optical lattices, an important type of optical traps that permit to build cold
atom quantum simulators with controlled inter-particle interactions of many-body
condensed matter systems, the Bose—Hubbard model being an example. We also
discuss the use of “atomic microscopes” as unique tools for the manipulation and
readout atom by atom of these simulators.

10.1 Phenomenology

We consider a Bose gas of free, non-interacting particles described by the Hamilto-
nian

N Z N p?
H= H; = -+ (10.1)
i i 2m
or equivalently'

=Y Ejle;, (10.2)

19 is the so-called second-quantized form of H. Both Hamiltonians describe the same ensemble
of N non-interacting particles of energies E; and they are fully equivalent, as will be shown in
some detail in Sect. 10.3. Here we briefly “jump the gun” and use 7 without formal justification
so as to exploit the intuition that we have gained from quantized optical fields, whose Hamiltonian
is formally identical.
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where ¢; and é; are annihilation and creation operators that satisfy the boson
commutation relations [¢ s éZ] = Jjk, that annihilate, respectively, create a particle
of energy E; = ﬁf [2m, with 7i; = 6; ¢; the number operator for these particles.

As shown in Problem 10.1, this system is characterized by the thermal equilib-
rium density operator (compare also to Eq. (2.85))

1 _ats.

. —B(E;—w)éte

p—EHe iTREC (10.3)
J

where 8 = 1/kpT, Z is the partition function, and the energies E; are those of free
particles of mass m. Finally u is the chemical potential of the system, determined
in the case of a canonical ensemble from the normalization condition N = ) "n,
with N the number of particles in the system.

The associated Bose—Finstein distribution for the mean occupation number of
the level of energy E; is

1

- . (10.4)
exp[B(E; —w)]—1

(nj)

As a consequence, for the non-interacting particles considered here © must satisfy
the condition

n <o, (10.5)

a direct consequence of the form of the distribution (10.4) and the fact that the
number of particles in a given state must remain positive.

For simplicity, we adopt periodic boundary conditions for a cubic box of volume
V = L3. The particle center-of-mass eigenfunctions are then

1 i
n(x,y,2) = W exp [E(Pxx + pyy + PzZ)] ) (10.6)
where
2mny 2mny 2mn
pr=—7 h, py= 7 h, p.= Lzh, (10.7)

and n; are integer numbers, and the corresponding energy eigenvalues are

p2

E:L(p2+p2+p2)5_, (10.8)
P om 7Y yorE 2m

For a large enough box, the allowed momenta become quasicontinuous, and the
number of eigenstates in a momentum space volume d°p is Vd3p/(2mh)3. The
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number of states with energy below some given value FE is therefore

2 T V2mE 5
N(E) = i) / dqb/o s1n0d9/(; p-dp
_ 4 32
= 3 o h)3(2 E)’'=, (10.9)

with corresponding density of states

_AN(E) 1% 3
D(E) = = _<ﬁn2h3)m VE. (10.10)

In the continuum limit the total number of particles is therefore

© 1
N = dE D(E , 10.11
o) fo B oBE — 01— 1 (1010

where we have used Eq. (10.4) and the ground state population ny was added “by
hand,” a step required since D(0) = 0.

Critical Temperature As previously mentioned, the chemical potential p can
be determined from the number of particles in the system. To achieve this goal,
Egs. (10.11) and (10.5) must be solved self-consistently, a task performed numeri-
cally in general. However, we can gain further insight into the physics involved by
introducing the fugacity

z=ePt (10.12)
with
0<z<l1, (10.13)
as follows directly from Eq. (10.5).

With the density of states (10.10), Eq. (10.11) then becomes, neglecting for now
the ground state population (ng),

2.\ 3/2
472 (h '3) / (10.14)
e"/z -1’

where we have introduced the dimensionless energy x = BE, and the quantity to
be determined is now the fugacity rather than the chemical potential. The solution
of Eq.(10.14) is obtained by intersecting a horizontal line at a value equal to its
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Fig. 10.1 The function /(z) ]
of Eq. (10.15) 2
15 //,,,.
1) i
0.5
0 L=
0 0.2 0.4 0.6 0.8 1
Z
left-hand side with the function

fe's] 1/2
I1(z) = dx—, 10.15
@ /O Sy (10.15)

which is plotted in Fig. 10.1. This procedure does yield a unique solution as long as
z < 1, that is, as long as

3/2
, (1*B ZN
an?|\ o) < le=1=2315.., (10.16)
m

However, there appears to be no solution otherwise. For a fixed density N/V, the
condition (10.16) implies that the sample temperature must be larger than a critical
Bose temperature T, given by

n2\ (N\?3
kpTe ~6.632 (- (7> . (10.17)

This is a very disturbing result, since it should be possible in principle both to have
as many particles as we wish in the sample, and also to cool it to an arbitrarily low
temperature. So something seems to be missing in our analysis. What could it be?

Ground State Population The answer to this question is immediately apparent if
we return for a minute to the approximation that leads to Eq. (10.14): The absence
of a solution below 7T, simply results from the fact that the ground state population
(no) was ignored in that expression. From the Bose—Einstein distribution (10.4) it is
given by

1 _z
ePr—1" 1-—7

(no) = : (10.18)
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and it becomes macroscopic as the fugacity approaches its limiting value of one, or
equivalently as the chemical potential approaches zero from below. Specifically, we
then have exp(—Bun) ~ 1 — Bu =1+ 1/(ng), or

(no) ~ b (10.19)

Bu

which is increasingly macroscopic quantity as Su — O.

Importantly, while the ground state population becomes macroscopic below T,
such is not the case for the populations of the excited states. This is easily seen to
be the case for states of energy E; of the order of or larger than kg T, since from
Eq. (10.4) one has immediately

1 1
T eplBE; — -1 e—1

(nj) <1, (10.20)

and (n;) < (ng). The proof is somewhat more delicate for states of energy E;
separated from the ground state energy by much less than kpT'. Because p >~ 0, we
have that B(E; — u) < 1, and hence

1 1
(nj) = : (10.21)

~ B(Ej—w)  BE;+1/{no)

where we have used Eq. (10.19) to obtain the last equality. Consider specifically the
first excited state, of energy E; = 27282/ MV?/3. Below T,, and with Eq. (10.17),
we have

Ei/kgT > E1/kgT, ~1/N*3 (10.22)

so that for a total particle number sufficiently large that the inequality BE| < |Bu]
holds
() lul 1

(no) ~ E1 ~ (no)/N?3+1° (1029

The explicit temperature dependence of the ground state population (ng) for
temperatures below the critical temperature 7, can be obtained from Eq. (10.11),
with the substitution u ~ —1/8(ng) from Eq. (10.19) and noting that below T,
this value is so close to zero that we can safely set u = 0 in the integral. In other
words, for T < T, the chemical potential remains essentially zero, and (ng) adjusts
itself to satisfy Eq.(10.11). Carrying out the integration as before yields, with the

definition (10.17) of T,
T\3/2
n)=N|1-{= . (10.24)
1.
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Fig. 10.2 Free space (ng)
condensate fraction—ground A
state condensate fraction (rng)
normalized to the total 1.0 T
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Hence, the ground state population grows continuously from O to N as T decreases
from T, to T = 0, as illustrated in Fig. 10.2. For T « T, we have therefore that
(ng) ~ N, so that for N > 1

{no) ~ L < 1. (10.25)
(ng) —~ N3
This confirms that while the ground state is macroscopically populated the indi-
vidual populations of all excited levels are negligible by comparison. This is the
phenomenon of Bose—Einstein condensation.

10.2 BEC in Traps

The experimental realization of atomic Bose—Einstein condensation always involves
samples trapped in either magnetic or optical traps. However, the analysis of the
previous section, while initially depending explicitly on the density of states D(w),
was then specialized to a free space geometry. In this section we show that tailoring
the environment of ultracold atomic vapors can change this behavior dramatically
and that confined geometries can significantly modify Bose—Einstein condensation
as compared to its free space behavior or even lead to its absence. This state of affairs
is somewhat reminiscent of Chap. 7, where we showed how the radiative properties
of atoms can be profoundly influenced by their environment, in that case the density
of modes of the electromagnetic field.
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We consider for concreteness the situation where the trapping potential of the
atoms is a three-dimensional harmonic oscillator

m
Vip(1) = = (w%x% + wrx? + w%x%) , (10.26)
with energy levels
Enl,nz,n3 = (nl + %) howy + (n2 + %) hawo + (7’13 + %) hws, (10.27)

where n; are integers larger than or equal to zero. As before, the density of states is
obtained by first evaluating the number of states N'(E) whose energy is below some
value E in the continuum limit. Noting that the surfaces of equal energy are planes
given by Eq. (10.27) it is readily found to be

3

N(E) = m (10.28)
and the associated density of states is
2
D(E) = d'/\(;(EE) = 2h3wE1w2w3 . (10.29)
It is also useful [13] to introduce a more general density of states
D(E) = CoE*7 1, (10.30)
where « = 3/2 for the free space situation of Sect.10.1, « = 3 for a three-

dimensional harmonic trap, and @ = 1 for a gas of free particles in two dimensions.
Here C,, is a constant depending on the geometry at hand.

We saw in the preceding section that the critical temperature 7, corresponds to
the point where the chemical potential u becomes equal to zero and (ng) starts to
build up macroscopically. At precisely that temperature, we still have (ng) =~ O.
Setting = 0 with the density of states (10.30) in Eq. (10.11) with 4 = 0 gives for
the total number of particles at that temperature

a—1

o] Ea—l oo
— i o
N—Ca/() dEeE/kB—Tr_l_Ca(kBTC) /0' dxex_l

= Co(kpT)*T ()¢ (), (10.31)

where x = E/kpT,,

o
@) = / dx x@ e
0
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Table 10.1 Tabulated values
of the functions I' (@) and

a | (e ¢()

(@ N S -
1.5 10.8862 |2.612
2 1 1.645
2.5 | 1.3293 | 1.341
3 2 1.202
3.5 3326 |1.127
4 6 1.082

is the I" function, and

xOl

1 oo —1
C(Q)Zm/(; dxex_l

is the Riemann ¢-function. Some numerical values of these functions are given in
Table 10.1.
From Eq. (10.31) we have that

N 1/a
kple = (W) ' (103

For a 3-dimensional harmonic trap we have « = 3 and C, = 1 /2h3w1w2w3, and
the critical temperature becomes

kpT, =~ 0.94h (wjwrw3N)/3 | (10.33)

compared with the free space result (10.17), in which case T, scales as N 2/3,
The condensate fraction can be obtained as in the three-dimensional free space
case of Sect. 10.1 by reintroducing the ground state population, so that

1

(no)(T) = N — Cq /oodE EY!
0

For @ = 3 and with the definition (10.33) this gives

()
(no)(T)=N|1- <F) j| , (10.35)

as illustrated in Figs. 10.3 and 10.4. In contrast to the free space situation of
Eq. (10.24), (np) now scales as T3 rather than 73/2.

Importantly, since ¢ («) diverges for the two-dimensional case « = 1, we observe
that in that case, Bose—Einstein condensation can occur only at 7 = 0, a dramatic
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Fig. 10.3 Condensate {ng)
fraction (ng)/N in a A
three-dimensional harmonic
trap as a function of the
normalized temperature

T/ T.. The dashed curve
shows that same fraction in
free space, for comparison
(Remember however that 7,
takes different values on free
space and in a trap, see

Eqgs. (10.17) and (10.33))

Fig. 10.4 Iconic picture of the first atomic BEC experimental demonstration at JILA. The false-
color 3-D images display the velocity distribution of the cloud (a) just before and (b) just after
the appearance of the condensate; and (c¢) after further evaporation has left a sample of nearly
pure condensate. The circular pattern of the non-condensed fraction is indicative of an isotropic
velocity distribution consistent with thermal equilibrium. In contrast, the sharp condensate fraction
is elliptical, indicative that it is a highly nonthermal distribution (Credit M. Matthews, JILA.
Courtesy of NIST/JILA/CU-Boulder)

demonstration of the impact of the system’s density of states on its behavior.
This shows in a dramatic fashion the dependence on dimensionality and density
of states of Bose—FEinstein condensation, a situation reminiscent of the changes in
the radiative properties of atoms in tailored electromagnetic environments of cavity
QED.
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10.3 Schrodinger Field Quantization

We have seen in earlier chapters how the quantization of the electromagnetic field
is a central element in the study of quantum optical systems. A similar tool to
theoretically describe Bose—Einstein condensates is provided by the formalism of
Schrodinger field quantization, or second quantization, to which we turn in this
section. Note however that while the quantization of the electromagnetic field leads
to the appearance of new physics, for instance spontaneous emission, such is not
the case when second quantization is narrowly applied just to the nonrelativistic
problems that we address in this book. In this limited context it is merely a
very convenient and powerful way to describe the many-body physics of identical
particles satisfying either bosonic or fermionic statistics.

We introduce second quantization by considering first a system of N non-
interacting particles that evolves according to the Schrodinger equation for the
N-particle Hamiltonian

N
Iy =) H. (1036)
i=1
where
. K2 .
H=-——V’+ V) (10.37)
2m
is the Hamiltonian of particle i. Its N-particle wave function ¢ (ry,...,ry, 1)

is either symmetric or antisymmetric under particle exchange, depending on the
particles being bosons or fermions. Second quantization recasts this same problem
in a field-theoretical formalism by introducing a Fock space and particle creation
and annihilation operators for these particles, see for instance Refs. [14—16]. This
allows us to easily account for systems where the total number of particles is not
conserved, and offers a powerful tool to treat many-body effects. This formalism
also permits to account for the quantum statistics of massive particles, fermions, or
bosons, in a simple way. Last but not least, it has the considerable merit of providing
significant additional insight into the problem and elegant calculation techniques
and also lends itself to a number of powerful approximation methods.

Field Operators It is beyond the scope of this chapter to give a rigorous treatment
of second quantization starting from a canonical quantization approach. Rather, we
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postulate that the Schrodinger wave function 1 (r) becomes an operator” \il(r) that
for bosonic particles satisfies the commutation relations

(@), ¥'@)=8r-r),
(W), ()] =0, (10.38)

and for fermionic particles the anticommutation relations

@), @)y = 8@ —r),
@), ¥a)ly =0, (10.39)

where [...]+ is an anticommutator, [A, §]+ — AB + BA. As we shall see, \il(r)
may be interpreted as an operator annihilating a particle at position r, and Ut(r)
creates a particle at location r.

The second-quantized Hamiltonian corresponding to the N-particle Hamiltonian

Hy =Y [ = 12V:2/2m + V()] is
H = /d3r\1ﬁ(r) ( — V24 V(r)) U(r). (10.40)

Physically, one can understand this Hamiltonian in the following way: the field
operator lIl(r) picks a particle at location r, the Hamlltonlan evolution H =
—h>V?/2m+ V(r)is applied to this particle, and the operator Uh(r) puts it back into
place. Finally, the integral in Eq. (10.40) guarantees that all particles in the ensemble
are subject to this treatment.

With the Hamiltonian 7{ the Heisenberg equation of motion for the field operator
\fJ(r, t) is, for the case of bosons,

d¥(r, 1)
hT [V (r, 1), H]
R R K2 R R
= fd3r’ |:\IJ(1', N, ¥, 1) (——V2 + V(r/)) U(r, t):|
2m
( R, ) )
=[——V>+Vv®) )V, (10.41)
2m

where we have used the identity [A, BC 1= E[A C 1+ [A, é]é and the commuta-
tion relations (10.38). Problem 10.3 shows that the same result holds for fermions,
despite the different (anti)commutation relations. Hence, the Heisenberg equation

2Hence, the moniker second quantization.
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of motion for the Schrodinger field operator W(r, 1) has the same form as the
Schrodinger equation for the wave function v (r, f) in usual quantum mechanics. In
this sense we can think of the operator W(r, 1) as the quantized form of the single-
particle (or very loosely speaking “classical”’) Schrodinger field v (r, t), in much
the same way that we promoted the classical electric field E(r, f) to a quantized
field operator, E(r, 1) — E (r, 1), with E (r, 1) obeying Maxwell’s equations just
like E(r, ).

N-Particle State In terms of the Schrodinger field creation operator Uf(r) an N-
particle state takes the general form

o) = = [ @ drvdn e B ) B0
«/_

(10.42)

where |0) is the vacuum state (absence of particles),
U (r)|0) =0, (10.43)

and ¢n(r1,...TyN, 1) is an N-particle wave function.

Introducing the number operator
N = f Erdf @) ¥ (r) (10.44)
it is easily shown that

Nign) = Nign) (10.45)

by using the commutator identity
[A, éN . él] = Z éN . éi+1[1&, éi]é,;l . él ,

which follows directly from [A, l§2l§1] = [/i, l§2]l§1+l§2[/i, l§1], see Problems 10.4
and 10.5. Similarly we have

&Bri. Ery1on @y, ey, DY ey L 8T @)]0),
(10.46)

(r)lpn) = «/_./

which confirms that the operator U (r) annihilates a particle at position r.
The equivalence of the formalism of second quantization with the conventional
quantum mechanical description of the N-body problem in terms of the sum of N
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individual Hamiltonians of the form (10.37) is easily demonstrated by applying the
many-body Hamiltonian (10.40) to the N-particle state |¢y ), showing that

N 1 N ~ N
Hipn) = i / &r ¥ @) A Y(r)

X /d3r1 ...d3r1v¢N(l'1, )Wy LB ep)[0)

N
_ 1 3 3 T, T,
= m?:l:/d . Ery ey . o)
x Hipn(ri...TN), (10.47)

where H; = —Vf /2m + V (r;). That is, the multiparticle evolution governed by the
Schrddinger equation of motion

4 .
1ﬁa¢N(r1, .o IN, 1) = Hyon(ry, ..., TN, 1) (10.48)

with Hy = > H; is equivalent to the evolution given by the Fock space
Schrddinger equation

. dlon)

h =H 10.4
=2 Hidn) , (10.49)

a direct consequence of the fact that the Schrédinger field operator evolution is
governed by the single-particle Hamiltonian H, see Eq. (10.41).

Continuity Equation It is easily shown that the Schrodinger field operator U (r)
satisfies a conservation of probability law. Introducing the particle density operator
A, 1) =V, Hd(, 1)

yields the continuity equation

da(e,n) AW . dW(r, 1)

‘T2l
dt dr W(r, 1)+ ¥'(r, 1)
- ;_:: [( Wi ”) Y, — Ui, v, 0]

=-V.j, (10.50)
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where we have introduced the probability current

j= (;—:) [xiﬁ(r, HV(r, 1) — (V\iﬁ(r, t)) G, t)] . (10.51)

Mode Expansion Just as it was useful to introduce a mode expansion of the
electric field £ (r, t), we now introduce a mode expansion of the Schrodinger field
operator W(r, 1). To illustrate this procedure, we expand U(r, 1) ona complete set
of orthonormal eigenfunctions ¢, (r) of the time-independent Schrodinger equation

? ~
(——Vz + V(I‘)) on(r) = Eyp(r)
2m

as

V)= eu®)in). (10.52)
where
/ Ere;@emE) = Sum (10.53)

and the label n stands for a complete set of quantum numbers necessary to
characterize that mode. For example, in the case of atoms, it could be their
internal state and center-of-mass momentum. The ¢, and 6:, operators will soon
be interpreted as annihilation and creation operators for a particle in mode n, much
as was the case for the electromagnetic field.

Inserting the expression (10.52) and its Hermitian conjugate into the second-
quantized Hamiltonian (10.40) gives then

H=> Enjén. (10.54)
n

where we assume a discrete energy spectrum for simplicity.> With Eq. (10.53) we
can furthermore express the operators ¢, from Eq. (10.52) as

En(t) = / &rormW(r, o). (10.55)
For a bosonic field with commutation relations (10.38) this gives

[éna EL] = 8nm 5

[Cn, ém] = 0, (10.56)

3We recognize this expression as the Hamiltonian for N non-interacting bosons of Eq. (10.2).
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a familiar result that we recognize from the quantization of the electromagnetic field,
while for fermionic particles one finds

[én, é;;]+ = Sum »

[Cn, Cml+ =0. (10.57)

Furthermore, combining Egs. (10.52) and (10.56) yields the useful commutation
relation

(W(r), &1 = @u(r). (10.58)

The second-quantized Hamiltonian (10.54), together with the bosonic commu-
tation relations (10.56), shows that we have mapped the description of the system
of N non-interacting bosons to a set of modes of energies E,. We can therefore
interpret ¢, as the annihilation operator and 6:, as the creation operator for a particle
in mode n, with

6n|]vn> =V Nn|Nn - 1) s
ENNG) = /Ny + 1IN, + 1),

E1eaING) = NalNy) (10.59)

where N, is the number of particles in mode n. The total number of particles in the
system N = f dBrut () W(r) of Eq. (10.44) is given by the sum of the occupations
Nn of the individual modes as

N=Y N,=) éfe, (10.60)
n n

and is clearly a constant of motion for the Hamiltonian (10.54). Likewise, the
individual populations of all modes of the matter field are also constants of
motion, which is not surprising since ¢, are eigenstates of the system. But
obviously this latter property ceases to hold as soon as interactions are permitted,
e.g. in the presence of a light field or collisions. Much like was the case for
optical fields, matter-wave fields can be in a variety of pure or mixed states,
such as for example number states, thermal states, coherent states, or squeezed
states, and quantum entanglement between various modes is of course also pos-
sible.

Coupling to Optical Fields In case a many-particle system is coupled to a single-
mode electromagnetic field via the electric dipole interaction, the second-quantized
Hamiltonian that describes their interaction is bilinear in the optical field creation
and annihilation operators, but quadratic in matter field creation and annihilation
operators, a direct consequence of the conservation of the total number of particles
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N. An example of such an interaction is
V = hgum (aej;am n h.c.) ,

with photon absorption resulting in the atom being “annihilated” from mode m and
“created” in a mode n characterized in general by a different internal state and
center-of-mass momentum.

Two-Body Collisions In the framework of second quantization, two-body col-
lisions characterized by an interaction energy V(r;,r;) are described by the
Hamiltonian

P = % /d3rd3r’\iﬁ(r)\iﬁ(r’)\7(r — )W) U(r), (10.61)

where the operator \il(r’)A‘il (r) picks two particles at locations r and r/, to which the
two-body Hamiltonian V/(r, r’) is applied before they are put back into place. The
application of V on the state vector |¢x) gives

Vign) = (10.62)

- R . .
ﬁZZ/d3rl...d3rNV(r,~ — )N, ..., ep) U (ey) . BT ())[0)

=1 j>i

Fermions vs. Bosons As is the case for the simple harmonic oscillator or the
electromagnetic field, nothing prevents one from populating a mode n with any
number of bosons. This is not the case for fermions, however, as is directly apparent
from the anticommutation relation [¢,, ¢;;]1+ = 0, which for m = n yields

A + oAt

b = 100 =0.

m —

This implies that it is not possible to populate a single mode with more than one
particle, and that its ground state |0) is reached once that single particle has been
removed. This property is further evidenced by the fact that the number operator Ny
and its square N,f are easily shown to be equal,

N2 = F,
so that the population of a given mode must be either zero or one. Since in addition

N,é60)y = ¢! o) (10.63)
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62 |0) is an eigenstate of mode n with eigenvalue 1. This is nothing but a statement
of the Pauli exclusion principle, expressed in the formalism of second quantization
in terms of anticommutator relations.

10.3.1 The Hartree Approximation

With this brief introduction to the powerful formalism of second quantization at
hand, let us now return to Bose—FEinstein condensation. We saw in Sects. 10.1
and 10.2 that for temperatures much below the critical temperature 7, condensates
are characterized by the fact that nearly all atoms are in the ground state, and
hence are described by the same wave function. Under these circumstances it seems

reasonable to factorize the N-particle wave function ¢y (ry, ...Ty) as
ry
on(rr,...en) = [ [ on@), (10.64)
r=rj

so that the N-particle state (10.42) becomes

&ri. . Ery [on@) . on@n) 1 @y) .. 8T (@))0),
(10.65)

lpn) = \/—/

where the effective single-particle states ¢y (r) are assumed to be normalized. In the
so-called time-dependent Hartree mean-field approximation, or Hartree approxima-
tion in short, the equations of motion for these wave functions, called Hartree wave
functions, are determined from the Hartree variational principle [17, 18]

9 _ 5 10.66
505, (0) [<¢N| |¢N>] ( )

For a many-body Hamiltonian H including in addition to the single-particle
Hamiltonian g a two-body interaction of the form (10.61) Problem 10.7 shows
that it yields the nonlinear equation

dpn (1)
ot

in = Hopn(r) + (N — 1) / Erv e, v)ek e ). (10.67)
The factor (N — 1) appearing in this expression results from the fact that the
two-body Hamiltonian V involves two creation operators on the left of V, see
Eq.(10.61). This leads to N(N — 1) equivalent terms, while the single-particle
Hamiltonian, which involves only one annihilation operator on the left of I:IO, leads
to N equivalent terms.
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Many situations involve multicomponent Schrodinger fields rather than the scalar
fields considered so far, one example of particular interest in quantum optics being
situations where in addition to the center-of-mass motion the internal degrees of
freedom of the atoms play an important role. In that case, Eqs. (10.40) and (10.61)
must account for the complete set of quantum numbers required to fully specify
the problem. Traditionally, this is done by lumping all such quantum numbers into
just one symbol, often denoted as a number, as already mentioned in the discussion
of the mode expansion (10.52). For example, the Schrodinger field operator U(1)
could stand for an electronic ground state field \ilg (r) and @’(2) for an excited state
W, (r). For the case of two-body interactions the many-body Hamiltonian of the
system takes then the form

= /d1d2®f(1)<1|1f10|2)®(2)
+%/d1d2d3d4\fﬁ(l)\iﬁ(2)(1,2|X7|3,4)\f1(3)\i1(4), (10.68)

where we have accounted for the fact that neither the single-particle Hamiltonian Hy
nor the two-body interaction V needs to be diagonal in the basis chosen to describe
the system. The Hartree ansatz (10.64) reads then

N
A N =] Ten® (10.69)
(=1

and the nonlinear Hartree equation of motion (10.67) becomes

d Y4 N
ih ‘pgf ) _ / 21 Fol2)pn (2)

+ (N — 1)/d2d3d4<e,2|\7|3,4>¢,*V(2)¢N(3)¢N(4). (10.70)

Equations (10.67) and (10.70) illustrate the important point that despite the
fact that the Hartree ansatz factorizes the N-particle wave function into a product
of N Hartree wave functions, these are not equivalent to the single-particle
wave functions of a non-interacting system: their dynamics are not governed
solely by the single-particle Hamiltonian Hp, but also by a nonlinear contribu-
tion resulting from the mean-field energy of the N — 1-particles surrounding a
given atom, a contribution to the dynamics that can become completely domi-
nant.

Gross—Pitaevskii Equation Equations of motion such as Egs. (10.67) and (10.70)
are called nonlinear Schrodinger equations. In particular, for a scalar Schrédinger
field and a local potential of the form

Vr,r) = Vys(r—r). (10.71)
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Eq. (10.70) reduces to the so-called Gross—Pitaevskii equation

dpn(r)

= Hopn (¥) + (N — D) Volon (02 on (r) . (10.72)

ih

Such local potentials are of particular relevance in the study of Bose—Einstein
condensates, as their dynamics are typically influenced mostly by very low energy
two-body collisions between ground state atoms that can be described in the so-
called s-wave scattering limit.

s-Wave Scattering The standard way to describe the scattering of low energy
particles from a spherically symmetric potential is a partial wave expansion where
one proceeds by decomposing the outgoing wave in terms of its angular momentum
components, and considering only a few of these partial waves. For the extremely
slow moving atoms in Bose condensates only the first of these, the s-wave, is
important. Physically, this is because at such low energies the de Broglie wavelength
of the atoms is so long that they cannot resolve the short-range structure of
the potential with which they interact. In this s-wave scattering limit two-body
collisions can be described to an excellent approximation by the two-body pseudo-
potential [19]

A h3q

m

V() =

s(r), (10.73)

where a is the s-wave scattering length, in terms of which the total scattering cross-
section is ¢ = 4mra’. The scattering length is positive if the interaction is repulsive,
and negative if the interaction is attractive.

Expanding the potential (10.61) on a momentum basis and with the pseudo-
potential (10.73) we have then

1 P
V= 5/dp1dp2dp3dp4(p3,p4|V|p1, P2)é). 65y Cp, - (10.74)

where é:; and ¢y are creation and annihilation operators for a particle of momentum
p and

1 . 4 h?
(p3, p4lVIp1, p2) = —/d3rv(r)e‘lp'r/h _ e (10.75)
\% mV

Furthermore, conservation of momentum requires that

p=ps—pP2=—(P3 —P1) (10.76)
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so that V simplifies finally to

2w hla

V= f dp1dp2dp &), il pCprCp - (10.77)

Nonlinear Schrodinger equations, of which the Gross—Pitaevskii equation is an
important example, are ubiquitous in many fields of physics, including nonlinear
optics [20-22], where they describe the propagation of light in media exhibiting a
cubic nonlinearity, or Kerr media. They have been studied in considerable detail
and are known to lead to optical effects such as four-wave mixing, self-focusing,
and defocusing, the existence of solitons, etc. It is therefore not surprising that
many of the concepts first developed in optics can readily be extended to ultracold
bosonic samples, in particular to dilute atomic condensates, opening up the fields
of nonlinear and quantum atom optics [23-27]. For example Eq. (10.72) shows
explicitly that in the s-wave scattering limit, two-body collisions are the matter-
wave equivalent of a local Kerr medium with instantaneous response.

10.3.2 Quasiparticles

The standard way to determine the response of a system to small perturbations is
through its linearized dynamics about some equilibrium value. The Bogoliubov
approach [14, 28-30], which is particularly appropriate in the description of the
response of condensates to small perturbations, proceeds by decomposing the
matter-wave field into a classical mean value about which fluctuations are treated
quantum mechanically. Its main outcome is the determination of the spectrum of
low-lying excitations, often referred to as quasiparticle excitations.

To illustrate how this works we consider the free space situation described by the
many-body Hamiltonian

= ZTkéf(ékJr v DI (10.78)
k.k’,q
where
4 h?
Up= 204 (10.79)
m

see Eq. (10.77), and

T = —— (10.80)



310 10 Bose—Einstein Condensation

is the kinetic energy of particles with momentum k. For convenience we have
returned from integrals to discrete sums in the expression of H.

We then assume that the mode k = 0 of the system is macroscopically populated
with ng >> 1 atoms and can be treated classically, while all other modes are only
microscopically populated, and neglect all terms in the two-body Hamiltonian that
are not at least proportional to n¢. This is an appropriate approximation for a Bose—
Einstein condensate well below the critical temperature 7., as we have seen. This
results in the approximate Hamiltonian

2
. niUy
H~ 9
2V

At A noU 1. 1
i VOZ<c£ck+c kC k+§C£CTk+ECkC k) .
K#0 k40

(10.81)

Instead of using the population ng of the macroscopically populated mode, it is
convenient to reexpress this Hamiltonian in terms of the total number of atoms N,

1
N=no+ 3 l;) (Gan+eTyen) . (10.82)

where the factor of 1/2 results from the fact that each mode is counted twice in this
expression. This changes Eq. (10.81) to

N N2U, AT A oA
H ~ 0 - Z |:< ) (click + CT_kC_k>
k;eo

Yo (aiar 10.83
v ckck+ckck (10.83)

This Hamiltonian can be diagonalized exactly by the Bogoliubov transformation
&k = udx — vkpy, .
¢k = Pk — vy (10.84)

with the new operators &k and Bi required to satisfy the bosonic commutation
relations

[&kv &11./] = Sk,k/ E)
[Br, Bl = Sk - (10.85)
This gives, with Egs. (10.84),

ug —vi =1, (10.86)
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a condition that is automatically satisfied if the ui and vk are parametrized as

ux = cosh ¢,

vk = sinh ¢ . (10.87)

Inserting the expressions (10.84) into the approximate Hamiltonian (10.83) yields

N NU, NU
H=>" {2v§ <Tk + TO) - 2ukvk70 (10.88)
k

NUy NUy | . +. PRIN
+ |:<Tk + T) (i +vd) — 2ukvk7i| (@ ax + ﬂliﬂk)

NUO 2 2 NUO AT AT A A
+ % (uy + vi) — 2uxvk | Tx + Vv (o By +axBi) [ -
The constants gk and vk are then chosen so that the terms proportional to &;,BAE +
&kﬁk vanish, that is, so that

NU, NU,
[TO(ui +v2) — 2w (Tk + T(’)} =0. (10.89)

Substituting Eqs. (10.87) into these equations gives

NUy/V

tanh(2g) = ——L
200 = 2NV

(10.90)

Rewriting ui vl%, and uk vy in terms of this expression finally yields the diagonalized
form of the Hamiltonian (10.83). This is the topic of Problem 10.8, which shows that
these steps result in its explicit form

=" Exéfon. (10.91)
k
with
Ex = /T2 + 21N Uo/ V . (10.92)

This Hamiltonian describes the elementary excitations, or Bogoliubov spectrum, of
the condensate.

For large momenta, the eigenenergies Ey associated with these excitations are
roughly the same as those of free particles,

Ep ~ Ty, (10.93)
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but for small k, the effect of the mean-field energy NUy/V is to replace the
quadratic dispersion relation of the quasiparticles by a linear dispersion relation

Ex >~ cshk, (10.94)

where we have introduced the Bogoliubov velocity

¢s = /NUo/mV. (10.95)

The characteristic wave number k; at which the two contributions to the quasiparti-
cle energy Ex become comparable defines the healing length

1 n
S — 10.96
ke JmNUyJV (1096)

which plays an important role in characterizing the spatial properties of Bose—
Einstein condensates.

The Bogoliubov linearization procedure can easily be generalized to more
complicated situations, such as multicomponent condensates [28]. In the spirit of
quantum and nonlinear optics, it allows one to understand many of their properties
in terms of wave mixing phenomena [27], much like a linear stability analysis yields
a simple understanding of many nonlinear optical phenomena in terms of pump—
probe arguments.

w
I

10.4 Ultracold Atoms on Optical Lattices

The first experimental demonstrations of atomic Bose—Einstein condensation were
followed by a wealth of advances in the theoretical and experimental study of
ultracold atomic gases. In this context, the availability of optical lattices has played
a particularly important role, as they permit to address a number of questions at the
boundary between AMO physics, quantum optics, and condensed matter physics.
In particular they lead to the experimental realization of quantum simulators aimed
at the study of strongly correlated bosonic or fermionic systems, quantum phase
transitions, novel topological phases of matter, and much more.

Optical lattices are formed by interfering two or more laser beams to realize
periodic light structures whose geometry, depth, and dimensionality can be easily
controlled. The gradient force of Sect. 8.2 can then be exploited to trap atoms in
these structures. For example, a standing wave interference pattern can generate an
array of optical traps in one dimension, so that ultracold atoms can either be trapped
in the individual wells or made to tunnel between adjacent wells. By interfering
more optical beams one can also generate arrays of one-dimensional potential tubes,
realizing effectively a series of one-dimensional systems, while three orthogonal
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Fig. 10.5 Optical lattices formed from (a) two and (b) three interfering standing wave optical
fields (From Ref. [31])

standing waves can create a three-dimensional “cubic crystal” of tightly confining
harmonic oscillator potentials, as sketched in Fig. 10.5.

It is also possible to create more exotic lattices, for instance by using bichromatic
optical potentials to produce Kagome lattices beset by geometric frustration [32].
Another development has been the use of synthetic dimensions [33, 34], the idea
being to exploit the spin degree of freedom of atoms in situations where the different
spin states behave essentially like a spatial dimension. For instance, an atom with ¢
distinct spin states and trapped in a one-dimensional optical lattice would appear to
move in a two-dimensional optical lattice strip of width £.

Experiments in this variety of optical lattices open the door to a new regime of
ultracold atomic physics that cannot be described theoretically in terms of weakly
interacting gases. The resulting possibilities to investigate the many-body physics
of strongly correlated systems are particularly attractive, both theoretically and
experimentally, in that in contrast to the condensed matter physics systems that they
simulate the various parameters characterizing them can be controlled almost at will.

At the same time, ultracold atoms trapped in optical lattices are also revolu-
tionizing atomic clocks. In particular, a clock formed by trapping thousands of
fermionic strontium atoms in a three-dimensional optical lattice, and operating in
the so-called Mott-insulating regime that will be discussed in the next section, has
achieved a relative precision of 2.5 x 107!°, or better than 1 s over the entire age of
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the Universe [35-37]. We will return briefly to these extraordinary clocks and some
of their potential applications in Chap. 12.

10.4.1 The Bose—Hubbard Model

To illustrate the remarkable capability of ultracold atoms on optical lattices to serve
as quantum simulators we consider the example of the Bose—-Hubbard model of
an interacting gas of bosons. This system has a long history in condensed matter
physics, where it was initially introduced to study granular superconductors—cubic
grains of superconductor weakly coupled by Josephson junctions. It also captures
the main features of a superfluid to insulator transition.

When adapted to the situation at hand the Bose—Hubbard Hamiltonian describes
a system of ultracold atoms trapped on an optical lattice, but with some hopping
amplitude J between lattice sites that will delocalize them. In addition, if two atoms
are on the same site, they will also feel a repulsion. This is the simplest model that
contains all important aspects of the competition between kinetic energy and two-
body interactions in a lattice of ultracold bosons. The corresponding Hamiltonian
is [38]

~ A U R R
H=-J Z c;fcj—i—EZni(ni — 1)—,u2ni, (10.97)
i i

where E;f and ¢; are boson creation and annihilation operators for atoms on site i

and n; = 6;6;. The first term in A describes the tunneling of particles between
neighboring lattice sites, with the < 7, j > summation index indicating that the
sum is limited to nearest neighbors. The second term accounts for on-site atomic
two-body collisions, with U > 0 for repulsive collisions, and w is the chemical
potential.

For a sufficiently deep optical lattice potential of the form

Vix, v, 2) = Vo [sinz(kx) + sin?(ky) + sinz(kz)] (10.98)

with k = 2w /A and ultracold atoms the confining potential of a single site can be
approximated by a harmonic potential with trapping frequencies of the order of [38]

v = (hk? )2 m)/ Vo hwrec -

Superfluid State It is immediately apparent from the Hamiltonian (10.97) that
if tunneling dominates, J > U, the dynamics is dominated by atomic hopping
between lattice sites and will result in the atoms being completely delocalized. The
ground state energy of the system will be minimized if the single-particle wave
functions of the individual atoms are spread over the full lattice. That is, the system
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will evolve toward a superfluid with many-particle wave function

N

M 1.
I\Ifsp>o<( 6,7) 0), (10.99)

i=1
where M is the number of lattice sites and N the number of atoms.

Mott Insulator In the other extreme situation where tunneling is negligible and
intrasite interactions dominate, the site occupation numbers 7; become constants
of motion, so that the ground state of the system will consist of localized Wannier
atomic wave functions with a fixed number n of atoms per site. This is a so-called
Mott insulator, with many-particle wave function

M
W) o [ Jeeh10) (10.100)

i=1

and with no phase coherence.

To understand this behavior more quantitatively, we consider a single lattice site
i in the limit where the various sites are decoupled, J = 0. For that site, the energy
of a state with n-particles is

U U
E = <n|3ﬁ,~(ﬁ,~ -1 - uﬁi|n> = En(n —1)— un. (10.101)
Itisequal to E = Oforn = 0,E = —vforn = 1, E = —nu+ $nn —

1) for n, etc. For a given value of U the energy of the n-particle state becomes
lower than that of the (n — 1)-particle state for (n — 1)U = u, so that the ground
state of an isolated lattice site, the red line in Fig. 10.6, will have n atoms in the
interval

(n—1U < pu<nU. (10.102)

Mean-Field Theory Small departures from the isolated lattice sites results for J =
0 can be obtained by invoking a mean-field approximation, where the effects of
the neighboring lattice sites of a given site are treated in an average fashion by
introducing their “mean fields” ¥; = {(c;), with the further assumption that that
mean field is the same for all sites, y; = ; = . With the further assumption

(¢ — glf,-)(éj. - glr;.k) ~ (0, this allows one to introduce the dynamical mean-field
decoupling

GEL il e — iyt = yel +yre — 1yl (10.103)
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Fig. 10.6 Illustration of the level crossings (circles) between states with different integer site
fillings n for © = nU. Away from these points these states are separated by an energy gap, so that
they are stable against small changes in the Hamiltonian, such as a small amount of tunneling. The
red line shows the ground state energy, with corresponding number of particles per site indicated,
as a function of u

which also implies that (6?6 i)~ (EZ) (¢;), an approximation sometimes referred to

as the random phase approximation. The Hamiltonian (10.97) reduces then to the
effective mean-field Hamiltonian

Hur = Z H; (10.104)
i

with
A v, . R A A
By = iy = 1) = i = I &+ D) + TP (10.105)

where J' = zJ and the coordination number z is the number of nearest neighbors
of the site i. The zeroth-order energy of the i-th lattice occupied with m atoms is
therefore

U
EN) = —pn+ Zn(n = D)+ J 1P (10.106)
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and the second-order correction to that energy resulting from the coupling to
neighboring sites is

A 4 AT 2
|m1é; + & n)| U+
E,(12) — J/2|1/f|2 (0’) i © — —J/2|1ﬁ|2 : )
;m ED _ E( (= UmU@—1) = )

(10.107)

If tunneling between nearest neighbor sites results in a decrease in energy of the
system, the outcome will be a transition from the Mott insulator phase to a Bose
condensate phase. In the mean-field description considered here the ground state

energy of the system E, = E5” + E5 is

U+
uw—=Un)Um—1)—pn)

E, = %n(n—l)—un+1/|1p|2 [1 — J’( } ,  (10.108)

so that the boundary between the Mott insulator phase with occupation n and the
superfluid phase is given by

(10.109)

E(¢>=J’|w|2[1—1’ vtnu }:0.

(mw=UnUn—=1) =

The domains of Mott insulator, or Mott shells, and superfluidity resulting from this
condition are plotted in Fig. 10.7.

Insulator to Superfluid Transition The Mott insulator to superfluid transition in
an ultracold atomic gas was first experimentally demonstrated by M. Greiner et
al. [38]. A magnetically trapped condensate was transferred into an optical lattice
potential, and after raising the lattice potential the condensate was distributed over

Fig. 10.7 Mean-field phase
diagram of the Bose—Hubbard U}
model showing the ikt |
Mott-insulating (MI) phases, 3
or Mott shells, with
commensurate occupations r,
the BEC phase, and vacuum,
as a function of p/Uand
zJ/U

Bose condensate

0

vacuum




318 10 Bose-Einstein Condensation

a b c d

o o
° s @ o |e° 000
(=] v a

e a f & o h
l‘.. . .
) .

Fig. 10.8 Absorption images of multiple matter-wave interference patterns. These were obtained
after suddenly releasing the atoms from an optical lattice potential with different potential depths
Vo. The values of Vo were: (a) O Erec; (b) 3 Erec; (€) 7 Erec; (d) 10 Erec; (€)13 Erec; (£) 14 Erec;
(g)16 Eyec; and (h) 20 Eec (From Ref. [38])

more than 150,000 lattice sites, with an average atom number of up to 2.5 atoms
per lattice site at the center of the lattice. The lattice potential was then suddenly
switched off, resulting in the atomic wave functions expanding freely and interfering
with each other. In the superfluid regime all atoms are delocalized over the entire
lattice with equal relative phases between different lattice sites, resulting in the
high-contrast three-dimensional interference pattern expected for a periodic array
of phase coherent matter-wave sources, see Fig. 10.8. The atoms could also re-enter
the Mott insulator phase by increasing the lattice potential depth. In this regime
the interference pattern changed markedly, as the higher localization of the atoms at
individual lattice sites resulted in a decrease of the interference maxima. At the same
time an incoherent background of atoms gained more and more strength, until above
some potential depth no interference pattern was visible at all. Phase coherence
was completely lost at that potential depth. Remarkably, though, it could be rapidly
restored when the optical potential was lowered again to a value where the ground
state of the many-body system is a superfluid.

The Fermi—-Hubbard Model Because their interactions and geometry can rel-
atively easily be tuned and controlled with external fields, systems of ultracold
atoms on optical lattices provide a rich playground to design and investigate a
variety of many-body Hamiltonians and serve as quantum simulators, with the
potential to answer important open questions in material science. While this chapter
concentrated on bosonic atoms, ultracold atomic fermions are of course at least as
significant, due in great part to the fact that they obey the same statistics as electrons.
In this context, it is important to note that in addition to the Bose-Hubbard model, it
is also possible to realize the Fermi—Hubbard model by loading ultracold fermions
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in optical lattices [39, 40]. In particular, the Fermi—Hubbard model is believed
to capture the essential physics of high-temperature superconductors and of other
quantum materials. The quantum simulations that can now be realized in optical
lattices promise therefore to have a large impact on the understanding of the physics
of these systems.

Quantum Gas Microscopes While experiments on quantum gases rely typically
on measuring ensemble properties of the system, there would also considerable
merit in probing it at the single atom level, as this would permit to determine directly
particle—particle correlation functions. However, because strongly correlated atomic
systems such as realized in the Bose—Hubbard model require small lattice spacings
to ensure desirable values of tunnel coupling and interaction strengths, these sub-
micron optical potential structures are typically created by directly projecting a
lithographically generated spatial light pattern onto the atom plane. This is in
contrast to optical lattice setups that rely on the interference patterns generated by
multiple laser beams and whose period is limited by the diffraction limit.

At first sight, then, probing these systems at the single atom level might appear
to be an impossible task, since the size of the lattice sites is far smaller than the
diffraction limit of optical microscopes. However, a recently developed quantum
gas microscope [41] provides this capability through a remarkable combination of
resolution and sensitivity that does enable the imaging of single atoms with near
unit fidelity on individual sites of short-period optical lattices. This is a significant
advance from the previously available site-resolved optical imaging of single atoms,
which was limited to lattices with periods large compared to an optical wavelength
[42]. The quantum gas microscope developed by W. S. Bakr and colleagues, and
shortly thereafter by several other groups, is based on a high aperture optical system
that simultaneously serves to generate the lattice potential and to detect single atoms
with site-resolved resolution. By placing a two-dimensional quantum gas only a
few microns away from the front surface of this microscope, an optical resolution
of approximately 600 nm could be achieved. It was then possible to read out of up
to tens of thousands lattice sites by imaging the light scattered by the atoms while
enabling the detection of single atoms on each individual lattice site with near unity
fidelity.

Figure 10.9 shows an example of the type of information that can be obtained
with such quantum gas microscopes. As a result of the imaging process the many-
body wave function of the quantum gas is projected onto number states on each
lattice site. This provides a remarkable experimental view of the Mott insulator to
superfluid transition as the depth of the lattice is changed. In the superfluid regime
(a) and (b), sites can be occupied with odd or even atom numbers, which appear
as full or empty sites, respectively, in the images. This is due to the fact that light-
assisted collisions immediately eject atoms in pairs from individual lattice sites,
leaving behind an atom on a site only if its initial occupation was odd. Deep in the
Mott insulator phase of column (d), in contrast, site occupancies other than 1 are
highly suppressed.
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Fig. 10.9 Single-site imaging of atom number fluctuations across the superfluid—Mott insulator
transition. (a to d) Images within each column are taken at the same final 2D lattice depth of (a)
6 Erec; (b) 10Eyec; (€), 12 Eyec; and (d) 16 Epec. Top row: In situ fluorescence images from a
region of 10 x 8 lattice sites within the n = 1 Mott shell that forms in a deep lattice. Middle row:
Results of an atom detection algorithm for images in the top row. Solid and open circles indicate the
presence and absence, respectively, of an atom on a site. The bottom row shows the corresponding
time-of-flight fluorescence images (From Ref. [43])

Problems

Problem 10.1 A grand canonical ensemble is an ensemble of particles that can
exchange both energy and particles with a reservoir, so that the expectation values
of the energy and particle number are £ = (I:I yand N = (N ), with N the
particle number operator. Much like the temperature is the Lagrange multiplier
regulating the energy of the system as we saw in Sect. 2.3.1, the chemical potential
@ (normalized to —1/kpT) may be defined as the Lagrange multiplier regulating
the particle number.

(a) Considering then a grand canonical ensemble of bosons with system Hamilto-
nian H = Z E; c ¢ show that the corresponding thermal equilibrium density
operator is

e}

1 —B(Ej—w)éte;
— e jTRICGC
7 1_[ ?
J

where Z is the partition function.
(b) Determine the corresponding mean particle number (7 ;) in mode j.
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Hint: Generalize the derivation of Eq. (2.85) to a multimode situation and to include
the additional constraint on the mean number of particles.

Problem 10.2 Determine the density of states D(E) and the ground state popu-
lation (ng)(T) of a condensate on non-interacting bosons in a trap with harmonic
potential Vigp (r) = %m (03x7 + 0335 + 03x3).

Problem 10.3 Show that independently of whether the particles are bosons or
fermions the Schrodinger field operator W(r, #) satisfies the Heisenberg equation
of motion

" d¥(r, 1)

= —h—2V2+\7() P(r, 1)
a \ 2m B R

Problem 10.4 Prove the operator identity
N
[A, By ...B1] = ZBN ...Bi+1[A, Bi]Bi_1 ... By .

Problem 10.5

(a) Show that when applied on the N-particle wave function

lpn) = fd*n o Eryen ey DU ey BT )(0)
\/_
the number operator N = f d3r\fJT(r)\fJ(r) gives
Nign) = Nign) -
(b) Show also that
o) = = o [ En oy e 8 ).

Problem 10.6 Derive the continuity equation (10.50)

dn(r, 1)
dr

:Vj’

where A(r, 1) = Ui (r, t)fr, 1).

Problem 10.7 Show that for a Hamiltonian # including in addition to the single-
particle Hamiltonian Ho a two-body interaction of the form (10.61) the time-
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dependent Hartree variational principle

8

595, |:(¢N| h— — H|¢N>i|

yields the equation of motion

dpn (r)

ih
at

= Hopn(r) + (N — 1) / &'V (r, ek (0)e% (1)

for the Hartree wave functions ¢y (r, £).

Problem 10.8 Carry out the explicit steps that lead from the BEC Hamiltonian

N A ~
A= DT RN A
Vi

to the linearized Hamiltonian
~ A
= Z Exoy 0k
k

that characterizes its elementary excitations, and plot the resulting elementary
excitation spectrum Ej as a function of the momentum k.

Problem 10.9 Evaluate the second-order correction to the Mott insulator energy
for a Bose—Hubbard system with n atoms per site due to the mean-field correction
resulting from intersite tunneling.
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Chapter 11 ®
Quantum Optomechanics oo

Quantum optomechanics extends the idea that light forces can achieve the
quantum control of mechanical motion to mesoscopic and macroscopic
systems. Following a semiclassical introduction to cold damping and the
optical spring effect, we show how sideband cooling can bring those
systems to their quantum mechanical ground state. We then discuss ways
to prepare, manipulate, and characterize other quantum states of mechanical
oscillators. This is followed by an analysis of the standard quantum limit
of optomechanical interferometers that clarifies the roles of shot noise and
radiation pressure noise. We finally return to ultracold atoms to show how
their collective density excitations can likewise behave as optomechanical
oscillators.

The previous three chapters discussed how to exploit the mechanical effects of
light to trap and cool atoms or ions to extraordinarily low temperatures, even to
their quantum ground state of motion, thereby providing a remarkable platform to
address a wealth of questions at the boundary between AMO physics, condensed
matter physics, and field theory. One may ask, then, whether similar advances can
also be achieved in mesoscopic or macroscopic systems. Quantum optomechanics,
the topic of this chapter, shows that this is indeed the case and that light forces
provide a universal tool to achieve the quantum control of mechanical motion in
devices spanning a vast range of parameters, with mechanical frequencies from a
few Hertz to GHz and with masses from 1020 g to several kilos. As such it offers
a route to control the quantum state of truly macroscopic objects and opens the
way to experimental and theoretical advances that may lead to a more profound
understanding of the quantum world. And from the point of view of applications,
quantum optomechanical techniques in both the optical and microwave regimes hold
the promise of major advances in quantum metrology, in particular in motion and
force detection near the fundamental limit imposed by quantum mechanics.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 325
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Fig. 11.1 Left: schematic of the LIGO laser interferometer gravitational wave antenna. Right:
aerial view of the LIGO antenna in Hanford, in the state of Washington (From https://www.ligo.
org/science/GW-Overview)

The underlying ideas of quantum optomechanics were largely driven by the
developments in optical gravitational wave antennas spearheaded by V. Braginsky,
K. Thorne, C. Caves, and others in the 1970s and 1980s [1-3]. These antennas
operate by optically measuring changes in the positions of suspended kilogram-
size test masses that serve as the end mirrors of large path length (kilometers long)
Michelson interferometers as a result of the passage of gravitational waves, see
Fig. 11.1. These waves produce time-dependent variations in the curvature of space-
time, resulting in differential changes in the optical path length of the interferometer
arms and a modulation of the optical transmission through it. It is in this context
that researchers first understood a number of fundamental quantum optical effects
on mechanics and mechanical detection, including the standard quantum limit of
optical interferometers and the importance of back action evading measurements.
They also recognized the importance of nonclassical states of light such as squeezed
states in reducing the quantum noise in these interferometers.

Further progress in quantum optomechanics relied heavily on combining the
detailed understanding of the mechanical effects of light that we introduced in
Chaps.8 and 9 with the availability of advanced micro- and nanomechanical
devices. This opened a path to the realization of macroscopic mechanical systems
that operate deep in the quantum regime, with no significant thermal noise remain-
ing. This allows for the determination and control of their quantum state, resulting
in the development of detectors of feeble forces and fields of increased sensitivity,
precision, and accuracy.

Although this chapter is primarily about quantum effects, it will be useful to
begin with a classical description of optomechanics, to introduce in simple terms
the underlying phenomenology, most importantly the ideas of cold damping and
optical spring effect. We will then turn to a full quantum description and show how a
resolved sideband cooling method directly adapted from the technique discussed in
Sect. 9.5 for trapped ions permits to cool these systems to their quantum mechanical
ground state. This is an essential first step in eliminating the thermal fluctuations
that normally mask quantum features.
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However, the ground state is not particularly interesting by itself, so the next
challenge is to prepare, manipulate, and characterize quantum states of mechanical
oscillators directed at specific science or engineering goals. We then revisit the idea
of standard quantum limit in the context of optomechanical detection and show that
when light is used as the probe of mechanical motion, that limit arises from the
balance between the uncertainty in photon number, or shot noise, and radiation
pressure noise. The chapter finally returns to ultracold atoms and closes a loop
by showing how collective density excitations of Bose condensates can behave
precisely as optomechanical oscillators.

11.1 Classical Analysis

We have seen that resonant light-matter interactions can result in a very large
enhancement of their coupling, but at the cost of being limited to narrow ranges
of wavelengths. This is in contrast to non-resonant interactions, which are typically
much weaker but largely wavelength independent. Cavity optomechanics exploits
the best of both worlds by achieving resonant enhancement through engineered
resonant structures rather than via the internal structure of materials. This permits
to achieve optomechanical effects for a broad range of wavelengths, from the
microwave to the optical regime, and in a vast range of platforms, from nanometer-
sized devices with as little as 107 atoms to micromechanical structures of 10'* atoms
and to the centimeter-sized mirrors used in gravitational wave detectors.

Generic Model A simple model system that displays the main features of cavity
optomechanics consists of an optically driven Fabry—Pérot resonator with one fixed
end mirror, effectively assumed to have infinite mass, and the other mirror, of
mass m, harmonically bound and allowed to oscillate under the action of radiation
pressure from the intracavity light field, as sketched in Fig. 11.2. V. B. Braginsky
and A. B. Manukin recognized as early as 1967 that as the radiation pressure
drives the mirror, it changes the cavity length and hence the intracavity field
intensity and phase [4]. This results in two main effects: the optical spring effect,
an optically induced change in the oscillation frequency of the mirror that can
produce a significant stiffening of its effective frequency and even result in a form of
radiation pressure driven optical bistability, and optical damping, or cold damping,
whereby the optical field acts effectively as a viscous fluid that can damp the mirror
oscillations and cool its center-of-mass motion.
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Fig. 11.2 Generic cavity
optomechanical system. The
cavity consists of a highly
reflective fixed input mirror
and a small movable end
mirror harmonically coupled

to a support that acts as a —
thermal reservoir x

One can readily understand how the optical spring effect can result in a more
quantum behavior of the oscillator of frequency €2, by recalling that its mean
number of thermal phonons (n,,) at temperature 7 is

(nm) = kT /A2y, . (11.1)

For a given temperature, increasing €2,, therefore automatically reduces (n,,) and
the quantum regime can be approached without having to reduce 7.

Cold damping, on the other hand, reduces the temperature of the oscillating
mirror by opening up a dissipation channel to a reservoir that is effectively at
zero temperature. To see how this works, we first recall that in the absence of
an optical field, the average center- of-mass energy (E) of an oscillating mirror
dissipatively coupled to a thermal bath at temperature 7' results from the balance
between dissipation and heating,

d(E)
dr
where I',, is the intrinsic mechanical damping rate and kg7 the mean thermal
energy at temperature 7. When the oscillator is coupled in addition to an optical
field, it is however possible to arrange their interaction in such a way that an
additional dissipation channel with damping rate I"op; comes into play, so that

d(E)
Sdr

= —T'w(E) + UmkpT , (11.2)

= —Ty(E)+ CykpT — Fopt<E> + lﬁopthTopt
~ —Im(E) + TkpT — Topi(E), (11.3)

where we have used the fact that the frequencies of optical fields are orders of
magnitude higher than those of mechanical oscillators, and for a system at room
temperature, the blackbody reservoir to which they are coupled can effectively be
considered to be at zero temperature, Tope ~ 0, as we have seen in Sect. 5.1.' In
steady state, Eq. (11.3) gives (E) = I'yykpT /(I'yy + Dopt), or

T

Toff = ————.
¢ Fm‘i'Fopt

11.4)

IRemember however that this is not the case for microwave fields.
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This phenomenological picture predicts that the limit of cooling can approach
T ~ 0 for Iype > I'yy, although a more detailed quantum analysis presented in the
next section will yield a fundamental limit given by quantum noise, as expected.
However, this is usually not a major limitation to cooling a mechanical mode
arbitrarily close to the quantum ground state (n,,) ~ 0.

More quantitatively, consider a single mode of the optical resonator of nominal
frequency w, = {mc/L, ¢ integer, and assume that radiation pressure causes a
displacement x (¢) of the harmonically bound end mirror. This results in a change in
the frequency of the optical mode to

a)é =w. — Gx(1), (11.5)
where
G = —Bwé/ax. (11.6)

For a single-mode Fabry—Pérot resonator of length L and x(¢) < L, this last
expression becomes simply G ~ w./L.

Typical mechanical oscillator frequencies €2, are in the range of 27 - 10Hz to
27 - 10° Hz, and the mechanical quality factors of the mirrors are in the range of
perhaps Q,, &~ 10° — 107, so that the mechanical damping rate I', = 2,/ Onm
of the oscillating mirror is typically much slower than the damping rate « /2 of the
intracavity field. One can therefore gain considerable intuition by first neglecting
I';, altogether and assuming that the mirror motion is approximately harmonic,

x(t) ~ xqpsin(2;,,1) . (11.7)

For a classical monochromatic pump of frequency w; and amplitude oj,, the
intracavity field obeys the equation of motion

da(t)
dr

=[i (Ac + Gx (1) — /2] (1) + ke, (11.8)

which is the classical limit of Eq.(5.159), and we introduced as in Sect.9.4 the
detuning

Ac = 0L — W (11.9)

between the frequency wy, of the driving laser field and the cavity mode frequency
w,.> The steady-state solution is

2Due to the number of relevant frequencies in optomechanics, we use w;, instead of the more
compact notation o in this chapter to avoid possible confusion.
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o ke , (11.10)
—1(Ac + Gx) +«k/2

where the intracavity field amplitude « is normalized in such a way that

R —
(A + Gx)? + (k/2)? \hoy

P
- . . ( ) , (11.11)
(Ac +wex /L) + (k/2)* \hwr
so that
P = hop |ain|? (11.12)

is the input laser power driving the cavity mode. Remember that this normalization,
which we already introduced in the discussion of cavity cooling of Sect.9.4,
is somewhat misleading since the analysis is completely classical at this point.
Planck’s constant # has been introduced “by hand” with the sole purpose of allowing
for an easy generalization to the quantum description of Sect. 11.2. The amplitude o
will then be interpreted as the square root of the mean number of intracavity photons
o = +/(ata), with a and @' the annihilation and creation operators of the intracavity
field, and |ai,|% as an input flux having units of “photons per second.”
For periodic mirror oscillations of the form

x(t) = x0 sin(£2,1) (11.13)

with xo small enough that Gxp <« €2, the moving mirror boundary acts as a
modulator, resulting in the generation of two sidebands at frequencies w; £ €2,
[5]. Specifically, solving Eq. (11.8), for instance, in Fourier space, shows that the
time-dependent complex field amplitude «(¢) takes then the approximate form
a(t) ~ op(t) + o1 (2) with

\/E Qin

1) >~
(1) TiA, k2
o Gxg JKain
o ) —
! 2 ) A+ «/)2

( efith e+i§2mt

. - — ) ,  (11.14)
—1(Ae + Qp) +x/2 —i1(A¢ — Qp) +«/2
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and

lae(1)1? ~ o (1)1 + o (t)ef (1) + o () (1)

2

K|Ofin|2
A2 +k2/4

x [1 + Gx ( Ac + + Bc = St ) Sin(Qunt)
N+ @2+ 124" (Be — Q)2 +12/4 "

K/2 K/2 o
(AC+Q’”)2+K2/4+(AC—Qm)2+K2/4>COS( |

(11.15)

+ Gxo(

The first sideband in Eq.(11.14) can be interpreted as an anti-Stokes line, with a
resonance at w;, = w, — 2, and the second one as a Stokes line at w;, = wq+ .2
An important feature of these sidebands is that their amplitudes can be vastly
different since they are determined by the cavity Lorentzian response function
evaluated at w;, — 2, and w; + €2, respectively. This asymmetry parallels a
situation previously encountered in the sideband cooling of trapped ions of Sect. 9.5.
It is therefore not surprising that this analogy can be exploited in the optomechanical
cooling of oscillating membranes, as we will see in Sect. 11.1.2. First, however, we
briefly return to the optical spring effect and show how in addition to increasing
the oscillation frequency of the mechanical system, it can also result in radiation
pressure induced optical bistability.

11.1.1 Static Phenomena: Optical Spring Effect

To properly describe the optomechanical system, it is of course not sufficient
in general to consider only the intracavity field dynamics under the influence of
periodic mirror oscillations, as we have done so far, but we must also include the
back action of the field on the membrane motion. In a first step, we consider the limit
where the damping rate « /2 of the field is much faster than all other characteristic
times of the system, in which case o« (¢) follows the membrane motion adiabatically.

We have seen that the oscillations of the mirror, which evolve under the combined
effects of its harmonic restoring force and the radiation pressure force Fyp, of the
intracavity field |«|?, result in the generation of sidebands in that field, and these
exert in turn a back action force on the mirror motion. Ignoring for a moment the
restoring force, adiabatically eliminating || for large x and with Eq. (11.5), we
have that

3We recall that the Stokes and anti-Stokes nomenclature finds its origin in Raman scattering: Stokes
scattering refers to the situation where the emitted radiation is of lower frequency than the incident
radiation and anti-Stokes scattering to the case where it is of higher frequency.
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_ d 2.\ _ 5%, 2
Fy=—h— (—G|a| x)_hflod , (11.16)

where the first equality defines the optomechanical coupling “per photon”—again
with the understanding that using the word photon is a stretch in the context of this
classical description—and the second equality holds for a simple Fabry—Pérot, and
la|? is then given by Eq.(11.11). One can easily show that the force Fyp can be
derived from the potential

o’
o

arctan [2(A. + Gx)/«], (11.17)

and the mirror of mass m is therefore subject to the total potential

1 2 2 hK|ain|2
Vix) = EQOx - arctan [2(A. + Gx)/k] . (11.18)

The effect of Vi, is both to slightly shift the equilibrium position of the mirror to a
position xg # 0, as would be intuitively expected, and to change its spring constant
from its intrinsic value k = mQ2, to

d?Vip (x)

— 2
kyp = m<2,, + 02

(11.19)

X=X0

The second term in this expression is the static optical spring effect. For realistic
parameters, it can increase the stiffness of the mechanical system by orders of
magnitude.

An additional static effect of radiation pressure is that in general, there is a range
of parameters for which the potential V (x) can exhibit three extrema, see Fig. 11.3
and Problem 11.2. Two of them correspond to stable local minima of V (x) and the
third one to an unstable maximum. This results in the onset of radiation pressure
induced optical bistability [6], the coexistence of two possible stable lengths x of
the resonator for a given incident intensity |a;j,|?. This effect is closely related to
the more familiar form of bistability that can occur in Kerr nonlinear media. The
difference is that in the latter case, it is the optical length of the resonator—the
product of its physical length and the intensity dependent refractive index of the
medium—that is changed, its physical length remaining unchanged. In contrast, in
radiation pressure induced bistability, there is no nonlinear medium; it is x itself that
is bistable.

11.1.2 Effects of Retardation: Cold Damping

Beside the adiabatic effects characteristic of the regime where the field damping rate
x dominates the system dynamics, cooling (or heating) of the mechanical motion
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Fig. 11.3 Left: contour plot of the radiation pressure induced optical potential V (x) of Eq. (11.18)
resulting in radiation pressure induced optical bistability, in units of %mﬂfn Right: 3D rendition
of the same potential as a function of the dimensionless position x of the moving mirror and the
dimensional driving field intensity |, |2, scaled to 2/fik. In this example, |ay|? is scaled to 2/Aik,
A. = —3k,and G = 3k

becomes possible when this condition is no longer fulfilled. This is a consequence of
the dispersive nature of the optomechanical interaction and of the resulting delayed
response of the intracavity field to mechanical motion, which can produce under
appropriate conditions an additional field-induced oscillator damping and cooling.
We already encountered a similar mechanism in the description of cavity cooling
of Sect. 9.4, although as we shall see a much closer analogy can be drawn with the
sideband ion cooling of Sect. 9.5.

To analyze this regime, we proceed by assuming that the system is initially
in equilibrium at some mirror position x with intracavity field &, taken to be
real without loss of generality, and consider the linearized dynamics of small
displacements §x(¢#) and da(r) from that state resulting from a small external
perturbation § F (¢). To lowest order, Eq. (11.8) gives then

d
E(Sa = (iA; — k/2)6a +i1Ga 6x (11.20)
with the resulting perturbation in the harmonically bound mirror position given by
ar? d

d? d
[ . +sz,2n]8x — 1Ga (S + 8a”) (11.21)

The first of these equations can be solved in Fourier space to give

iGa
Sa(w) = <—i(AC PR K/2) ox(w) (11.22)
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with
Ac = A.+ Gx, (11.23)
and from Eq. (11.21), the associated modification of the radiation pressure force is
8 Frp(®) = —hGa [Sa(w) + Sa™(w)] . (11.24)

This shows that the mirror motion §x(¢) exerts a dynamical back action on the
radiation pressure force, which acquires both a real and an imaginary component.
The physical origin of that imaginary component is the delayed response of the
intracavity field to that motion. As a result, the intracavity power acquires a
component that oscillates out of phase with the mirror motion, that is, with its
velocity, see Eq. (11.15). It is through that friction force that the optical field acts
as a viscous field for the mirror.

The net effect of the real and imaginary components of 6 Fy;, can be conveniently
cast in terms of a back action frequency shift §€2p; and corresponding damping rate
r opts with

5Q —hG2&2[ Ac + 2 Ac+ O } (11.25)
P 2 [(Ac+ Q)2 +42/4 " (A — Q)2 +x2/4] 0
hGZ-Z
= | -k IGED
2mQn | (Ae + Q)2 +62/4  (Ae — Q)2 +12/4

as illustrated in Fig. 11.4.

Fig. 11.4 Back action frequency shift §Qopi(A.) (solid line) and damping rate I'op(A.) (dashed
line) as a function of A, (arbitrary units)
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For detunings A, ~ —,,, the first term in Eq. (11.26) dominates over the second
term, and the dynamical back action results in an increase in the damping of the
mechanical oscillator and cooling, as already indicated in Eq. (11.4). It is therefore
the asymmetry between the response function of the Fabry—Pérot at the frequencies
of the two side modes that is responsible for cooling—or heating if one changes
the sign of A, and uses a blue-detuned instead of a red-detuned driving field. The
existence of two sidebands, one associated with heating and the other with cooling,
parallels closely the situation already encountered in Sect.9.5. It can likewise be
exploited to achieve sideband cooling, but now of a vibrating membrane rather than
a trapped ion. Physically, this is a consequence of the fact that the optomechanical
coupling between the intracavity field and the mirror results in the scattering of the
driving field into an anti-Stokes line that is strongly damped due to the high density
of states at the cavity resonance. Conversely, for the opposite detuning A, &~ —,,,
it is the Stokes line that is strongly damped, resulting in an anti-damping of the
mirror motion that can lead to parametric oscillations and dynamical instabilities.

Together with Eq. (11.4), this analysis predicts that the cooling of the center-of-
mass motion of the mirror can be arbitrarily close to Tefr = 0. More specifically, in
the resolved sideband limit €2, > «, we find from Eq. (11.26)

o (2) G2 (11.27)
PNk ) M '

which can become arbitrarily large for small optical damping rates.

The quantum description of the next section will show that cold damping and
mirror cooling can also be interpreted in terms of the annihilation of phonons from
the center-of-mass mode of oscillation when scattering the driving laser field into the
anti-Stokes sideband, much like we interpreted the sideband cooling of trapped ions,
and heating can be understood as resulting from the creation of phonons associated
with the scattering of the driving field into the lower frequency Stokes side mode.

Optomechanical cooling was first observed in the microwave domain by D. G.
Blair et al. [7] in a Niobium high-Q resonant mass gravitational radiation antenna
and 10 years later in the optical domain in several laboratories around the world:
first, via feedback cooling of a mechanical mirror by P. F. Cohadon et al. [8] and
shortly thereafter in a broad range of mesoscopic and macroscopic systems ranging
in weight from micrograms to kg scale, see e.g. Ref. [9—13], and most remarkably
perhaps Ref. [14], which reported the cooling of a 10kg mirror deep into the
quantum regime, with about 10 thermal phonons of excitation left.

11.2 Quantum Theory

The classical prediction that one can in principle reach an arbitrarily large degree
of cooling needs to be qualified to account for the effects of quantum noise.
In particular, the open port of the resonator used to supply the optical drive
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of the oscillating mirror allows for the coupling of vacuum fluctuations into
the resonator [15], as will be discussed in detail in Sect.11.4. This leads to a
fundamental limit to the degree of cooling that can be achieved.

Ignoring in a first step this coupling to the environment, the optomechanical
Hamiltonian for a single optical mode of the Fabry—Pérot resonator and a single
mode of oscillation of the suspended mirror is simply

A

A AN AT A 14 1 2 A2
H=h fa+ 2 + —mQ2a2, 11.28
w(g)a a+2m+2m md ( )

where @ and &' are bosonic annihilation and creation operators for the cavity mode
of frequency w(g), and p and ¢ are the momentum and position of the oscillating
mirror of mass m and frequency €2,,. In reality, though, this Hamiltonian is more
subtle than that may appear at first. This is because the mode frequency w(q)
depends on the length of the resonator, which in turn depends on the intracavity
intensity. Stated differently, the boundary conditions for the quantization of the light
field are changing in time and do so in a fashion that depends on the state of that field
and its history. The rigorous quantization of this system is a far-from-trivial problem,
but for most cases of interest in quantum optomechanics the situation is significantly
simplified since the damping rate «/2 of the optical field is much larger than the
mechanical frequency €2, and the displacements considered are a small fraction
of an optical wavelength. The intracavity field “learns” therefore about changes
in its environment in times short compared to 1/£2,,. Under these conditions, one
can assume that the cavity frequency follows adiabatically any change in resonator
length,

@ = tre = : (1-4/L) (11.29)
w = = W¢ ~X W¢ s .
a L+q ‘\1+4g/L ‘ i

where ¢ is an integer that labels the mode of nominal frequency w, and L is the
nominal resonator length, that is, its length in the absence of light. In the classical
limit, we recover the result G = w./L of Eq. (11.6) valid for a simple Fabry—Pérot.
The Hamiltonian (11.28) reduces then to [17]

A cia, P71 . stan
H = ho.dta + m + Emﬂiqz — hGaTaq
= hwed'a + hQub b — hgoatab + b7, (11.30)
where b and b are the annihilation and creation operators for the mechanical
oscillator,

g = xopt(b + b7) (11.31)
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with x,pr = +/h/2mS2, the zero-point motion. We have also introduced the
optomechanical coupling frequency

80 = XzptG = —xzpfaa)/c/ax , (11.32)

which scales the optomechanical displacement of the oscillator to x,pf. The Hamil-
tonian (11.30) is the starting point for most quantum mechanical discussions of
cavity optomechanics, with the system coupled in addition to two reservoirs, one
for the intracavity field, with field decay rate « /2, and the other for the mechanical
oscillator, with decay rate I',.

Cooling Limit We mentioned that the optical port through which the classical field
driving the resonator is injected also admits vacuum and thermal noise. As we have
seen in Sect. 5.3, this noise induces in the system transitions that are responsible
for establishing its final equilibrium state and hence its final temperature. Splitting
the field as @ = o + ¢, where « is its classical component and ¢ the displaced
annihilation operator that accounts for its fluctuations, their dominant contribution
to the optomechanical interaction is

higo(aét + a*e)(b+ by = hgoF (b + bY). (11.33)

For a field reservoir at effective temperature 7 = 0, the noise spectral density
Srr(w) is, see Eq. (5.103) and Problem 11.3,

0 . R R 00 ) )
Srr(w) = f dre'® (F(t)F(0)) = n / drel®T o(Bc—x/DT

—00 —00
K

= |of? 2. 24"
(Ac +w)* +«k%/4

(11.34)

Since the phononic levels of the mechanical oscillator are equidistant, the “cooling”
and “heating” rates of noise-induced transitions between the states |n, — 1) and
|n,,) are simply n,, A1—0 and n,, Ao 1, respectively, with

Aot = 2Srr(@ = —Qp) 5 Ao = g2Srr(® = Q) (11.35)

where we have used the result of Egs. (5.106).

The asymmetry between these processes is analogous to the asymmetry between
the damping and anti-damping contributions responsible for the resolved sideband
cooling of trapped ions, see Eqs. (9.73), with the difference between cooling and
heating rates maximized for A, = —<,,, as illustrated in Fig. 11.5. In the absence
of mechanical damping, we then have from detailed balance that the steady-state
phonon number distribution is given by

a0 4+ 1 _ Srr(Q2m) _
9, SFF(—=m)

explhaem / kp Test], (11.36)
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Fig. 11.5 Schematic of sideband cooling. A coherent electromagnetic field driving the optome-
chanical resonator acquires frequency sidebands due to the membrane oscillations, as discussed
in Sect. 11.1. The solid line illustrates the corresponding spectrum of the intracavity field, with a
peak at wy, and two sidebands at w;, £ 2,,,. The dotted line illustrates the bandwidth « of the cavity
mode of frequency w.. Quantum mechanically, the origin of the high frequency sideband is the
parametric transfer of phonons from the membrane to the microwave field and the lower sideband
is due to the reverse process, see Sect. 11.2. Sideband cooling results when the upper sideband
frequency w; + 2, is resonant with the cavity frequency w,. The detuning A, is in units of €2,,,
and the vertical axis is in arbitrary units

which gives in the resolved sideband limit k << €2, [18, 19]

0 K\
70— . 1137
Ttm <4Qm) (11.37)

The inclusion of mechanical damping changes this result to a cooling limit with
minimum mean phonon number

Toptty + it
() = —2m Tl (11.38)
1_‘m + Iﬁopt

where ﬁ,ﬁ is the equilibrium phonon occupation determined by the mechanical bath
temperature. This shows that in the presence of quantum fluctuations, the ground
state can be approached, but not quite reached, as expected. For ﬁ,ﬁ > 0, one
recovers the classical result of Eq. (11.4), with (n,,) — ﬁ?n if the optical damping
[opt dominates over I'y,.
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Fig. 11.6 Artist conception of the microwave optomechanical circuit of Ref. [21]. Capacitor ele-
ment of the LC circuit is formed by a 15 pm diameter membrane lithographically suspended 50 nm
above a lower electrode. Insert: cut through the capacitor showing the membrane oscillations.
(Adapted from Refs. [21] and [24])

Experiments The cooling of the oscillator center-of-mass motion deep into the
quantum regime has been demonstrated in a number of micromechanical systems,
with a mean phonon number within a fraction of a phonon of their ground state
of vibrational motion, (n,) < 1, see Refs. [20-22] for early experiments. In the
first case, the frequency of the mechanical oscillator was high enough that cooling
to the ground state could be achieved by conventional cryogenic refrigeration,
while the other two experiments exploited resolved sideband cooling to approach
the mechanical ground state of center-of-mass motion. In one case [21], the
mechanical resonator was a suspended circular aluminum membrane tightly coupled
to a superconducting lithographic microwave cavity, Fig. 11.6. That cavity was
precooled to 20 mK, corresponding to an initial occupation of 40 phonons, and
then further cooled by radiation pressure forces to an average phonon occupation of
(nm) ~ 0.3, as shown in Fig. 11.7. In contrast, Ref. [22] utilized an optomechanical
structure with co-located photonic and phononic band gaps in a suspended on-
chip waveguide. The structure was precooled to 20K, corresponding to about
100 thermal quanta, and then cooled via radiation pressure to (n,) = 0.85.
Shortly thereafter, that same group also observed the motional sidebands generated
on a second probe laser by a mechanical resonator optically cooled optically to
near its vibrational ground state. They were able to detect the asymmetry in the
sideband amplitudes between up-converted and down-converted photons, a smoking
gun signature of the asymmetry between the quantum processes of emission and
absorption of phonons, as we have seen [23].
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Fig. 11.7 Phonon occupancy (blue) and intracavity photon occupancy (red) as a function of the
drive photon number. In this example, sideband cooling reduces the thermal occupancy of the
mechanical mode from n,, = 40 into the quantum regime, reaching a minimum of n,, = 0.34 £+
0.05. (From Ref. [21])

11.3 Beyond the Ground State

Cooling mechanical resonators to their ground state of motion is essential in
eliminating the thermal fluctuations that normally mask quantum features. However,
by itself that state is not particularly interesting, so the next challenge is to prepare,
manipulate, and characterize quantum states of the mechanical resonator required
for some specific science or engineering goal.

Like in cavity QED, the control of the quantum state of a mechanical oscillator
requires typically that one operates in the strong coupling regime, where the energy
exchange between the mechanical object and the system to which it is coupled
is not adversely affected by dissipation and decoherence. This section reviews
briefly selected examples of developments that have taken place along these lines.
Substantially more details can be found in references [25-27].

Section (11.1) showed that the key frequencies that come into play in describing
the interaction between the intracavity light field and the mechanical element are
the detuning A, = w;, — w. between the driving field and cavity mode frequencies
and the frequency €2, of the mechanical oscillator. To bring A, more explicitly to
the fore, it is useful to transform the optomechanical interaction (11.30) to a frame
rotating at the frequency wy, by applying the unitary transformation

U(1) = elerdar (11.39)
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resulting in the transformed Hamiltonian

A 0(z)ﬁ0*(t)+irz< 8())U*(>

= —hAca'a + hb'h — hgoaTab + b")
Ho + Hie - (11.40)

11.3.1 Linearized Coupling

A number of quantum effects have been predicted in the regime when the radiation
pressure of a single or very few photons displaces the mechanical oscillator by more
than x,p¢. They include two-photon blockade and quantitative changes in the output
spectrum and cavity response of the optomechanical system that can lead to the
generation of non-Gaussian steady states of the oscillator [28—30]. Unfortunately,
for realizable levels of the optomechanical coupling frequency, go is typically much
too small for these effects to dominate over the incoherent dynamics.

There is however a way around this difficulty, the trade-off being that the intrinsic
nonlinear nature of the optomechanical interaction (11.40) is then replaced by an
effective linear interaction. To achieve this goal, we proceed again by decomposing
the electromagnetic field as the sum of a classical part and a small quantum
mechanical component, @ — « + ¢, with ¢ interpreted as before as a displaced
photon annihilation operator that accounts for quantum fluctuations. With n = |a|?
and introducing the effective optomechanical coupling frequency

g =govn, (11.41)

the optomechanical interaction in Eq. (11.40) becomes then to lowest order in ¢ and
oF
¢

Fi ~ —hgon(b + b — hg <6+6T) b +b%. (11.42)
The first term in this Hamiltonian describes a simple Kerr effect, with a change in
resonator length proportional to the classically intracavity intensity. This is the term

that leads to radiation pressure induced optical bistability. The second term can be
reexpressed in an interaction picture with respect to Ho = —hAata + hQ,bth as

V= —hg [ééi‘e—imcmmﬁ n h.c.] —hg [,;1—51-6—1(&.—9,"» + h.c.] L (1143)
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This interaction describes a linear coupling between the quantized component of
the optical field and the mechanical oscillator, enhanced from the single-photon
coupling frequency g by a factor 4/n, which can be very substantial.

Beam Splitter Hamiltonian and State Transfer On the red-detuned side of
the Fabry—Pérot resonance, A, = —£2,, and after invoking the rotating wave
approximation, the interaction Hamiltonian (11.43) reduces to

V ~ —hg (136* n h.c.) : (11.44)

which is the beam splitter Hamiltonian (2.175) first encountered in the discussion
of balanced homodyne detection of Sect. 2.4.2. In contrast, on the blue-detuned side
of the resonance, A, = +£,,, we have

V~ —hg (13*6T + h.c.) . (11.45)

This interaction describes the parametric amplification of the phonon mode and the
optical field.

One of the remarkable properties of the beam splitter Hamiltonian (11.44)
is that it provides a mechanism to precisely transfer the quantum state of the
mechanical oscillator to the electromagnetic field, and conversely. This is easily seen
by considering the Heisenberg equations of motion for the annihilation operators b
and ¢,

b(t) = b(0) cos(hgt) + ic(0) sin(hgr)

&(t) = ¢(0) cos(hgt) + ib(0) sin(hgt) , (11.46)
which we already encountered in Egs. (2.180) in the context of balanced homodyne
detection. Since the optomechanical interaction g can readily be made time

dependent by pulsing the classical driving laser field intensity so that n — n(¢),
it follows that for an interaction time #p; and a driving laser pulse intensity such that

tint
hg()/ dty/n(t) =m/2,
0
we then have
b(ti) = ¢(0) 5 &(tin) = iD(0), (11.47)

indicative of a perfect state transfer between the optical and phonon modes—
assuming of course that dissipation and decoherence can be ignored during that
time interval.

The interest in high-fidelity state transfer between optical and acoustical fields is
largely motivated by applications that would benefit from combining the best of their
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complementary features: the potentially slow decoherence rate of motional states in
mechanical systems makes them well suited for information storage, with phonon
lifetimes of 1.5s or more and nano-acoustic resonators with quality factors Q as
high as 5 x 10'% having been experimentally demonstrated [31]. However, these
systems do not permit fast information transfer rates, in contrast to optical fields,
which are ideal as information carriers but are typically subject to a fast decoherence
that limits their interest for storage. Hybrid systems capable of combining the
benefits of both subsystems are therefore of obvious benefit in quantum information
applications. The coherent quantum mapping of phonon fields to optical modes also
promises to be useful in quantum sensing applications, by combining the remarkable
sensitivity of nanoscale cantilevers to feeble forces and fields with reliable and high-
efficiency optical detection schemes. We will return to this point at some length in
the next chapter.

In addition to standard state transfer between motional and optical states, phonon
fields can also operate as high-fidelity transducers between optical fields of different
wavelengths or even between optical and microwave fields. The first theoretical
proposal that analyzed a scheme to transfer quantum states from a propagating
light field to the vibrational state of a movable mirror by exploiting radiation
pressure effects is due to J. Zhang and coworkers [32], and the first experimental
demonstration of state transfer between a microwave field and a mechanical
oscillator with amplitude at the single quantum level is due to T. A. Palomaki et
al. [33].

Two-Mode Squeezing By explicitly introducing the (controllable) phase ¢ of the
classical driving field so that

g = gov/n — igo/nexp(i),

the Hamiltonian (11.45) takes the form
V = —in [gﬁé* — g*éé] : (11.48)
with associated evolution operator
Sup (1) = e bi=gh’eNr (11.49)

which we recognize as the two-mode squeezing operator (2.160).
We can demonstrate that S, (¢) can indeed squeeze the state of a two-mode field
by introducing the generalized two-mode quadrature operator

1

2W(&Jraw;%u;*). (11.50)

X =
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Problem 11.5 shows that the variance of a system initially in a two-mode vacuum
state is then [34]

o2 = i [e—zlg‘f cos(¢p/2) + e2lslt sin2(¢/2)] , (11.51)

and taking for example ¢ = /2, one finds that 0)2( can be well below the standard
quantum limit of 1/4, a signature of two-mode squeezing. That same result also
holds if the two modes are initially in coherent states, a direct consequence of the
fact that the coherent state is a displaced vacuum.

Two-mode squeezed states are easily shown to be entangled, indicating that
this form of interaction can result in quantum entanglement between the photon
and phonon modes. As such this configuration represents a useful resource for the
demonstration of fundamental quantum mechanical effects as well as to exploit
cavity optomechanical devices in quantum information applications.

Back Action Evading Measurements V. Braginsky and coworkers [1] showed in
a work that was later on expanded upon by A. Clerk et al. [35] that it is possible to
implement back action evading measurements of the membrane position. The way
to do it is to drive it with an input field resonant with the cavity frequency w,, but
modulated at the mirror frequency €2,,. The mean-field amplitude of the intracavity
field is then

a(t) = /11 cos(Qmt) , (11.52)

where, following an argument similar to the input—output analysis leading to
Eq. (5.155),

o= ﬂ . (11.53)
iQ + /2
We proceed by introducing then the quadratures of the motional mode

R0 = = (eeiﬂml + é*e*mm’)
V2 ’

N i . P

o) = —— (2! — et (11.54)

V2

with [)A( 1(0), X 2(#)] = iin terms of which the position operator is

£(1) = vV 2xypr (5(1(;) €08 Qmt + X2 (7) sin th) . (11.55)
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The term —/ig (¢ +¢7) (b + b") of the interaction Hamiltonian (11.42) becomes
then

V = —V2hg [f(] (1 + cos22mD)) + X» sin(Zth)] (b+b", (11.56)
where g = goa = go+/n as before, and its time-averaged form reduces to
V > —2hgX (b +b"), (11.57)

an expression that commutes with X 1. In that time-averaged sense, it is therefore
possible to perform a back action evading measurement of the d; quadrature of
mirror motion.

11.3.2 Quadratic Coupling

So far we have considered geometries where the strong classical component of
the optical field results in a quantum optomechanical coupling that is linear in the
oscillator displacement. Other forms of coupling can however be considered, most
interestingly perhaps a coupling quadratic in the displacement. This can be realized
in a so-called membrane-in-the-middle geometry [36—-39]. As implied by its name,
this geometry involves an oscillating mechanical membrane placed inside a Fabry—
Pérot with fixed end mirrors as sketched in Fig. 11.8.

An attractive feature of membrane-in-the-middle configurations is the ability
to realize relatively easily either linear or quadratic optomechanical couplings,
depending on the precise equilibrium position of the membrane. In case it is located

\
\

Q,
/ \
/ \ / \
'.I .'I '.I I.' ". |,
" el

\

m

Fig. 11.8 Mirror-in-the-middle configuration
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at an extremum of w/.(x), so that G = —dw./dx = 0, see Eq. (11.6), we have, to
lowest order,

()~ a4 LT (1158)
w.(X) ~ o, .
2 9x2
so that the optomechanical Hamiltonian becomes
2 A A Pih Pwc 5 o FiN2AT A
H =hw.a'a+ hQpy 5 xzpt(b—i—b )-a'a. (11.59)
X
In the rotating wave approximation, this reduces to
A =hwcaT&+hQM1§T13+hg(§2>( bih + 1/2)& a, (11.60)
where
@ _ 2 0w
g Xopt o2 - (11.61)

Since the quadratic coupling interaction commutes with bb, it opens a number of
interesting possibilities, including the direct quantum non-demolition measurement
of energy eigenstates of the mechanical element.

11.3.3 Polariton Spectrum

A familiar characteristic of strongly coupled systems is the occurrence of normal
mode splitting, which we first encountered in the dressed states discussion of
Sects. 1.3 and 3.1. Similarly, the optomechanical Hamiltonian (11.40) can be
diagonalized in terms of two bosonic normal modes with annihilation operators
A and B. These normal modes are often referred to as optomechanical polariton
modes.

Ho = Hp) = hwaA'A 4+ hop BT B + const. (11.62)

The diagonalization proceeds by expressing the polariton annihilation and creation
operators A and B in terms of the bare modes via the Bogoliubov transformation*

4This is the two-mode extension

Z (ul]a, +v,j )
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A a
B ut —vi\ [ b
il= (—VT uT ) aE (11.63)
B b
where U and V are 2 x 2 submatrices that satisfy the relationships
viv-viv=r, (11.64)
u'v -vlu =o, (11.65)
with the inverse transformation
a A
b uve\| B
= N 11.66
at (V U*> Af ( )
b B

Problem 11.5 carries out this diagonalization and shows that the resulting
polariton mode frequencies are [40]

1 1/2
wa(Ae) = 7 [Ag + Q%+ \/(Ag - Q22 16g2Ach:| , (11.67)

1 172
wn(8) = — [Ag + Q2 — \/(Ag —Q2)2 — 16g2ACQm:| . (11.68)

see Fig. 11.9. At the avoided crossing A, = —£2,,, they simplify to

2
04,5(~Qm) =, [1% Q—g, (11.69)
m

indicating that the minimum frequency difference between the polariton branches
“A” and “B” is proportional to g/ €2,,. Importantly, for A./2,, — —oo, we have
wp(—00) > —A. and wp(—00) — ,,. In that limit, the branch “A” describes a

of the single-mode canonical Bogoliubov transformation A = ud + va' that we already
encountered in the discussions of the Rabi model in Sect. 3.6 and of quasiparticles in Sect. 10.3.2.
We recall that the requirement that the transformation be canonical, [A, A"] = 1, resulted in the
condition |u|?> — [v]> = loru = exp (i01) coshr, v = exp (i0z) sinhr.
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el = =10 —0.8 06 = A,

Fig. 11.9 Frequencies w4 (red) and wp (blue) of the two polariton branches (normal modes) of
the optomechanical system, in units of €2,,, for G/, = 0.05 in the red-detuned case A, < 0.
The dashed curves correspond to the frequencies of the bare photon and phonon modes

photon-like excitation and the branch “B” a phonon-like excitation. In contrast, for
—Qm < Ac < 0, we have

Ay~ (1+ 2°A
® ~ —,
ARTe T Ao (A2 = Q2)Q
28%Qn
wp(Ad) ~ —A (1 S R — (11.70)
¢ ¢ (A2 — Q2)A,

so that, or A, — 0(7), the polariton “A” is phonon-like and “B” is photon-like.
This is reminiscent of the situation for atom field coupling, where as we have seen,
one of the dressed states becomes atom-like of the other one photon-like for large
detunings.

For small dimensionless optomechanical couplings and detunings

g=g/Qm <1 5 =40/ L -1, (AL71)

the normal mode operators are given in terms of the bare mode operators by

. 2¢* 1. g g€ g

A= _ £ bt (1172
[ +(3—1)2}“ 15 Tsa—® t1=s (11.72)

. g . 28g% 7+ g Lo g0

B=—2 aql14+-% |5 bt 11.73
1+3“+[ TPt TosY T (11.73)
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and the polariton number operators iy = ATA and iz = BT B become
4882 Va2 48Hg% i g \°
ig =1+ ——ala+ ——"2bTh+ [ —=—
A [+(5—1)2}“a+ TR R VI
& tha bt g 2
Sth L b .
+8(a + a)—i—(s(1 )(a +a'’)
2
(ab+bT T)— (b2+b“) (11.74a)
482 T rin 2(1+82)g2 . g\’
ip=|1+—|bb+ —""=dTa4+ ==
" [ﬂs—nz} oo s

2
8(é"'b+b*&)+ . :2 @*+a')

2
(ab +btah t (b2 +5%). (11.74b)

To the lowest order, one can neglect the intermode correlations and squeezing terms
appearing in these expressions. This approximates the mean polariton numbers by
the mean thermal occupation 7, of the optical reservoir and 7 of the mechanical
reservoir, respectively. When the optomechanical coupling is small but finite,
though, all terms in Eqgs.(11.74a) and (11.74b) contribute, and the steady-state
polariton populat1ons deV1ate from thermal equilibrium. For —1 < § < 0, the
expressions for A and B are simply interchanged.

11.4 Standard Quantum Limit of Optomechanical Detection

The next chapter will show examples of optomechanical measurements of extraor-
dinarily feeble displacements and forces and discuss situations where detectors
of even greater sensitivity would be highly desirable. But efforts to increase the
precision of measurements are constrained by the Heisenberg uncertainty principle,
as we have seen in Chap.6. This section revisits this issue in the context of
optomechanical detection and shows that when light is used as the probe of
mechanical motion, the standard quantum limit arises from the balance between the
uncertainties in photon number, the shot noise, and the back action of the radiation
pressure applied to the object.

The most remarkable optomechanical detectors to date are without a doubt the
LIGO and VIRGO gravitational wave antennas. They work by optically measuring
changes in the positions of two suspended masses that serve as the end mirrors
of kilometers-long Michelson interferometers, see Fig. 11.1. Gravitational waves,
resulting, for example, from the merger of two black holes, cause minute changes
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in the curvature of space-time and hence in the lengths of the interferometer arms.
Because the changes caused by such collisions are so small, the sensitivity of these
antennas must be truly extraordinary. At its most sensitive state, the Advanced LIGO
system will be able to detect a change in distance between its mirrors 1/10,000th
the width of a proton, equivalent to measuring the distance to the nearest star,
some 4.2 light-years away, to an accuracy smaller than the width of a human
hair [41]. It should therefore come as no great surprise that the development of
these systems has played, and continues to play, a central role in developing a more
profound understanding of the role of quantum noise and quantum back action in
optomechanical detectors. For this reason, we focus in the following on the specific
case of a LIGO-type Michelson interferometer antenna.

Intuitively, one might argue that since the photon statistics of single mode lasers
are Poissonian, their intensity fluctuations, or shot noise, scale as the square root of
the intensity. One might therefore contend that interferometer noise can be reduced
simply by increasing that intensity. This, however, is not the case, as discussed
by C. Caves and colleagues in a series of classic papers [15, 16]. Optomechanical
interferometers are subject to two fundamental sources of quantum noise: the shot
noise that we just mentioned, which is a sensing noise, and radiation pressure noise,
which is a back action noise. It is their combined effect that results in the standard
quantum limit of optomechanical interferometers.’

Michelson interferometers are characterized by two input modes, labeled a; and
ap in Fig. 11.10. A laser field a; of wavelength X is injected through the first port
and distributed to the two interferometer arms by a beam splitter. The mode a; is
the field entering the interferometer through the detection port. Typically, it is in a
vacuum state. The output signal is obtained by a photodetector measuring the power
in the exit mode c;.

We saw in the discussion of homodyne detection that the fields b; and b, that
enter the interferometer arms after the beam splitter are related to the input modes
ai and a; by the input—output matrix relation (2.174)

(11.75)

U®. ) = (cos(9/2) isin(9/2)> ,

isin(@/2) cos(6/2)

where we have set ¢ = 0. To eliminate unimportant phase factors, we assume that
the beam splitter is complemented by two phase shifters acting on the mode ay,
thereby imposing on the two fields exiting the beam splitter opposite phase shifts

SWe ignore here all technical noise, which can at least in principle be reduced to an arbitrarily low
level.
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Fig. 11.10 Schematic of a F A

Michelson interferometer,
with the various fields
considered in the text labeled.
Typically (but not always),
the input field a; is a laser ~
field, and a, is a vacuum field

. A ata
signal « 7 = €},

+¢, that is,

U@, 4 > <ei¢ 0) <cos(0/2) isin(0/2)) <ei«’ o)
’ 0 1) \isin(8/2) cos(6/2) 0 1

_( cos(8/2) ie¥sin(6/2)
= (ig—iw sin(6/2) cos(6/2) ) . (11.76)

For a 50/50 beam splitter, we have 8 = /2, and with ¢ = —n /2, this gives finally

U—L Il (11.77)
VAN :

The annihilation operators of the interferometer modes are then related to those of
the input modes by the unitary transformation

by 1 (1 —1> <&1> 1 <al —&2>
~ ) =— ) =—. Il 11.78
<b2) V2 \1 1) \a J2 \a1+ax ( )

Similarly, those of the output modes are given by

(él) 1 (eiml;l - eii/2132> _ (i sin(z /2)a; — cos(¢/2)an

=— (¢ 7 v . (11.79
& V2 \el¢/by + e716/%p, cos(§/2)&1—isin(§/2)&2) ( )
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where the phase
¢ =4mwAz/A (11.80)

accounts for the difference in length Az between the two arms of the interferometer.

Shot Noise The power measured at the output of the interferometer is proportional
to

>
||

&ley = cos2(¢/)a a1+sin2(;/2)a§&2+§sm(g)[azm—a*az]. (11.81)

We assume that the field injected in mode a; is a strong coherent field |o), with
1)) = ala) and mean photon number o2, with « taken real for convenience and
without loss of generality. In contrast, the field injected in mode a5 is very weak,
a reasonable assumption since it is in most (but not all) cases the vacuum field.
Equation (11.81) can then be approximated by

N~ cos ({/2)a1a1 + s1n(§)d2(a2) (11.82)

where « is the amplitude of the coherent state and

dr(ar) = (az - ag) (11.83)

is the quadrature of the input mode ay, see Eq. (2.122). The average photon number
at the detector is therefore

() = a®cos*(£/2), (11.84)

and its variance is
o2 = (7% — (A)? = o? [cos“(;/z) +sin’(¢/2)02, (az)] , (11.85)

where 032 (ap) is the variance of the quadrature c?z (ap), and we have accounted for

the fact that the photon number variance of a coherent state |«) is |a|2. This shows
that the shot noise of the interferometer is not due only to the shot noise of the input
laser field. Rather, it also comprises a component proportional to the variance of
the quadrature d> of the weak-field injected in its second port, typically the vacuum
field.

The measurement of small relative phase changes §¢, and hence of small
differences Az in the lengths of the interferometer arms, can be inferred from the
detected mean photon number (1) since from Eq. (11.84), we have

4 a 51n(§/2) cos(¢/2) = a 51n(§) (11.86)
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or, with ¢ = (4w /A) Az,

d) _ 27 o ) (11.87)
d(Az)__)»a sin(¢) . .

With Eq. (11.85), this gives for the variance aszn(Az) of the random fluctuations of
Az resulting from the shot noise in the input fields

22
5 4 .2 2
oq(Az) = m [cos (¢/2) + sin (;/2)ad2(a2)]

- 2 2

= e [cot ©/2) +4Gd2(a2)] . (11.88)
The first term in this expression can be eliminated by operating the interferometer
near a dark fringe, in which case cot?(¢/2) = 0. The variance in signal resulting
from the shot noise reduces then to

)\'2
02(A7) = ——07 (a2) . (11.89)
sn dr2q2

Remarkably, it is entirely due to the fluctuations in the quadrature d» of the (typically
vacuum) input mode a,. Because it scales as 1 /az, the shot noise decreases with
increased laser intensity as expected. However, we still have to account for the
second unavoidable source of quantum noise, radiation pressure noise, and as we
now show, it becomes increasingly dominant as o increases.

Radiation Pressure Noise In optomechanical interferometers such as the LIGO
antennas, the end mirrors of the two interferometer arms are suspended and can
therefore move under the influence of radiation pressure from the intracavity
field. Differential changes in the lengths of the two arms result in changes in
the corresponding intracavity field intensities and hence in a differential radiation
pressure force between the two mirrors proportional to the difference in photon
numbers of these two fields, 133132 — 5?[31. This back action force imparts a change
in the relative momenta of the mirrors

Ap = 2hk(blby — bby), (11.90)
and an associated additional noise source. A derivation that parallels the analysis of
balanced homodyne detection of Sect.2.4.2 and is the topic of Problem 11.8 shows

that the variance in momentum resulting from radiation pressure fluctuations is

o (Ap) = (4hk)’a’o] (a2) (11.91)
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where Ujl (ay) is the variance of the quadrature

~ 1 . R
dy = > (@ + ) (11.92)

of the input mode a,. For a measurement time t, the corresponding variance in Az
will be

T \2 dmwht
- (G o= (2

2
) ooy (a). (11.93)

Standard Quantum Limit The total variance of z is the sum of its shot noise and
radiation pressure noise contributions,

0*(A7) = 05 (A2) + 0 (A2)

12\ drht\?
ZE(E> o (a2) + o <W> o (). (11.94)

Importantly, in contrast to the shot noise contribution, which scales as 1/a?, the
radiation pressure contribution scales linearly with 2, as illustrated in Fig. 11.11.
As already indicated, then, the intuitively appealing idea that increasing the laser

Fig. 11.11 Schematic of the dependence of the variance in the differential lengths of the
optomechanical interferometer arms o-2(Az) on the dimensionless input laser power o2, illustrating
the transition from shot noise dominated to radiation pressure dominated fluctuations as the
intensity is increased. Arbitrary units
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power will reduce the noise of the interferometer is therefore not correct, as it fails
to account for the effects of radiation pressure.

From the Heisenberg uncertainty relation (2.126) for the variances of the single-
mode field quadratures, we have

o4, (az) 0g,(a2) > (11.95)

1
4 9
with oy, (az) = o4, (az) = % for coherent states, and in particular for the input field
mode a3 is in a vacuum. In that case, Eq. (11.94) reduces to

1/ 2\ 4mht\?
2 2
AD)=—|=—) + . 11.96
o*(A2) a? (27‘() * < mA ) ( )

Because the shot noise and radiation pressure noise contributions scale as 1/a? and
az, respectively, the variance 02(AZ) is minimized for the optimum mean photon
number of the input laser

5 ma?

= —) 11.97
8m2ht ( )

in which case shot noise and radiation pressure noise contributions are equal and
o2(Az) = 4ht/m. (11.98)

This is the standard quantum limit of optomechanical interferometers. But as already
pointed out in Sect. 6.2, it is important to remember that the standard quantum limit
is not a fundamental measurement precision limit and that it is sometimes possible
to circumvent it. In the particular example considered here, this can be achieved by
injecting a squeezed state with an appropriately chosen squeezed variance in the
ap input mode of the interferometer, so as to reduce either the shot noise or the
radiation pressure noise. The impact of the remaining variance can then be further
reduced with an appropriate choice of laser power «%. This technique has now been
implemented in the advanced LIGO gravitational wave antenna.

11.5 Ultracold Atoms

We conclude this chapter by drawing a few additional connections and parallels
between mesoscopic and macroscopic systems and atomic ensembles made to
behave much like “moving atomic mirrors.” For this brief overview, we limit
ourselves to neutral atomic samples cooled well below their recoil temperature and
trapped inside a single-mode Fabry—Pérot resonator. These could be, fo