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Preface

The overall premise of this book is that, while quantum mechanics is strange in some ways,
it is far less strange than you probably think. Most of the intuition you need to understand
quantum mechanics can be drawn from your intuition about water waves.

Much of this book is aimed at bringing the discussion of quantum mechanics up to the
present day in regard to what quantum physicists know. This will include a fair amount
of “debunking” of claims made in the past about quantum mechanics that even many
physicists today assume are true. For example, the Planck radiation spectrum and the photo-
electric effect have nothing to do with proving that particles exist as localized little objects,
as we will see. This book will also include critiques of some widely held interpretations of
quantum mechanics.

When the modern understanding is taken into account, much of the strangeness of quan-
tum mechanics disappears, but not all of it. There are some truly strange results, and most
of these involve nonlocality, the apparent effect that things in one place can affect things
far away without any signal (that we know of) traveling from one place to the other. There
are also open questions, such as whether the randomness we see is the result of tiny, but
real, fluctuations not presently accounted for by the equations of quantum mechanics.

This book can be read at several levels. Part I requires no mathematical knowledge, and
gives the overall perspective of this book. I strongly encourage advanced readers not to
skip this part, because it includes many new perspectives on what we think we know about
quantum mechanics. Part II requires only introductory college math, and works out some
basic examples relevant to Part 1.

A major contention of this book is that the proper way to start thinking about all phi-
losophy of quantum mechanics is with quantum field theory. But many philosophers and
even many physicists never study quantum field theory, because it is assumed to be a very
high-level theory understandable only to a few experts. Part III of this book gives an intro-
duction to all of the essential elements of quantum field theory needed to think about the
philosophy properly. This section starts at the beginning but will be most suited for people
who have already taken at least one upper-level course on quantum mechanics.

While most of the philosophy of quantum mechanics can be discussed without math,
there are some arguments that require math. Part IV is a supplement to Part I that gives
specific mathematical arguments relevant to the philosophical interpretations under debate.

Finally, Part V presents advanced theory of decoherence, to which I and my coworkers
have made original contributions in the literature. This material is appropriate for students
who have taken graduate quantum mechanics and quantum field theory or quantum optics
classes. Some of the results, however, are accessible to people with less training, if they are
willing to skip over the proofs.
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Preface

I have talked with too many people over the years about quantum philosophy to properly
thank them all. Particular discussions that come to mind are those with Harvey Brown,
Caslav Brukner, Erica Carlson, Andrew Daley, Steve Girvin, Bob Griffiths, Richard Jones,
Andrew Jordan, Ruth Kastner, Tony Leggett, Roger Mong, John Norton, John Sipe, Fer-
nando Sols, David Wallace, Peter Zoller, and Wojciech Zurek. I also thank all of the
graduate students at the University of Pittsburgh who endured the philosophical tangents
in my classes, and my wife Sandra for her constant support.

Soli Deo Gloria
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A Nonmathematical Exposition of
Quantum Mechanics and Quantum
Field Theory






It’s All Fields and Waves

If you have read anything about quantum mechanics before, you probably expect that this
book will begin by talking about particles. Most popular books on quantum mechanics
talk about spooky behavior of particles that are here and not here, jump from one place to
another without any cause, and so on.

There is something mysterious in quantum mechanics, but it actually has very little to do
with the existence of particles. In talking of the philosophy of quantum mechanics, many
people have focused on the topic of “wave-particle duality.” In this book, we will see that
modern theory does not treat these two things on an equal footing. Waves are fundamental
in quantum theory; particles are not. To use a big word, particles are “epiphenomena,” that
is, theoretical constructs that are useful in some circumstances but that can be completely
derived from other, more fundamental elements of the theory.

Saying something is not fundamental does not mean that it is a useless concept. For
example, I could explain the sliding of different solids by invoking the concept of a friction
force; the friction force is a very useful concept. But if we wanted, we could derive it from
microscopic forces between atoms. Friction force is not a fundamental force of nature; it is
a handy concept in many cases, such as when many atoms in two solids are sliding against
each other. In other cases, if we insisted on the existence of friction force, we would run
into strange conundrums. For example, if we wanted to talk about the friction force between
single atoms, we would end up speaking nonsense. This often happens when a concept is
pushed beyond the limits of its applicability.

Many scientists learned the particle picture of quantum mechanics in introductory phys-
ics in college and never questioned it afterwards. But anyone who has gone on to study the
advanced theory of quantum mechanics taught in graduate school, known as quantum field
theory, knows that particles arise as oscillations of the underlying fields in nature. This
field theory is the most accurate theory we have for quantum mechanics; the Schrodinger
single-particle equation model presented in introductory classes is known to be a simplified
case of the more general field theory. Instead of discussing quantum mechanics in terms
of that simplified model, let us go right to the heart of the more basic theory, the theory of
fields.

1.1 Fields

Talking about fields sounds like science fiction, but it is not really so strange. The best
way to imagine a field is to think about the physical system that was the historical basis
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m An example of a scalar field. The gray scale represents the numerical values.

of field theory: a fluid, like water. All of our mathematics for fields was developed in the
early 1800s to describe the flow of fluids. This mathematical framework was then adopted
by James Maxwell in the 1860s to describe the fields of electricity and magnetism, and
then his concepts were eventually adapted by Paul Dirac and others in the 1920s and 1930s
to give us our modern formulation of quantum mechanics. Along the way, most physics
departments stopped teaching the theory of fluids (“hydrodynamics™) and now start with
just Maxwell’s field theory. But thinking about water flow helps us to visualize fields.

Imagine a container filled with a fluid like water everywhere inside its volume. We can
describe this in mathematical language by assigning numbers to every point inside the
fluid. One example would be to write down a number for the density of the fluid at each
point. The density of the fluid at all locations is an example of what is called a scalar field —
at each point in space, there is just one number to write down, namely the density of the
fluid at that point. Figure 1.1 illustrates this idea.

At every point in the fluid, we could also identify the direction and speed of its flow.
To do this, we would need several numbers. One number could give us the speed, in miles
per hour or meters per second, and another number or two could give us the direction. For
example, we could give the angle of the flow relative to due east. If we allow up-and-down
motion, we could also define the angle of ascent relative to the ground.

In this case, instead of just one number, we would have two or three numbers to assign to
every location inside the fluid, to describe the flow speed and direction at each point. This
set of numbers is collectively called a vector. But just like the case of the density, we could
assign a numerical measurement to every point in space. The distribution of velocities of
the fluid is what we call a vector field.

Figure 1.2 shows two ways of representing a vector field using pictures. In the first case,
the direction of the flow is indicated by little arrows at each point in space. In the second,
the direction is given by field lines. In both of these ways of illustrating fields, there is a
lot of empty space between the arrows or lines, which is not labeled. One must imagine
that, for a real field, every single point in space could have an arrow or line assigned to it.
The illustrations draw the arrows or lines more sparsely just to make the picture easier to
understand.
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Two ways to draw a vector field. (a) Arrows giving the strength and direction of the flow speed at many points in
space. (b) The same field represented by field lines.

Thinking about a fluid like water helps us to understand what we think of as “real.” We
have seen that there are several different ways of describing a water field. One way is as a
set of numbers. (In most cases, we don’t actually have to write down all the numbers indi-
vidually; instead, we can write down a mathematical formula that tells us how to calculate
the numbers.) For the density field of the water, another way to describe the field is with a
grayscale image like that shown in Figure 1.1. For the vector field of the water flow, other
ways of describing it are with little arrows or with field lines, as in Figure 1.2. In each
case, what is real is the water itself and its properties, specifically density and velocity. The
sets of numbers or vectors, or the pictures, are not the fundamental reality; rather, these
are ways that we describe the underlying reality. We could describe the field with different
numbers. For example, instead of writing the speed of the fluid in miles per hour, we could
write the speed in kilometers per second, or furlongs per fortnight.

It is a main contention of this book that this distinction doesn’t change when we switch
to talking about quantum fields. Just as water is a “thing” that can be described by a math-
ematical formalism, so the fields of quantum mechanics are “things” that exist, whether or
not we choose to write down mathematical descriptions or pictures for them. This is not
always how physicists and philosophers talk, but, as we will see, if we accept the notion of
the reality of water flow, then it is artificial to drop the notion of reality for other types of
fields.

Electric and magnetic fields. In the early 1800s, the famous experimental physi-
cist Michael Faraday made the intellectual leap that electricity and magnetism could be
described by fields very similar to the flow of fluids; he actually drew pictures of elec-
tric and magnetic fields circulating around in space like water. Figure 1.3 shows how a
magnetic field can be seen directly in the alignment of small iron filings. The somewhat
disturbing implication of Faraday’s work is that electric and magnetic fields flow through
all space, even through matter such as our bodies.
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Magnetic field lines from a bar magnet (placed under the board) seen in the alignment of small iron filings. (Windell
H. Oskay (www.evilmadscientist.com).)

The Scottish physicist James Clerk Maxwell later succeeded in writing down mathemat-
ical equations that accurately described this flow. Figure 1.4 gives these equations, but there
is no need to understand these equations to see their main feature: they are very short and
compact, written in just four lines. Maxwell’s equations remain to this day one of the most
impactful and elegant successes of physics. Although these equations are short, they fully
describe a huge range of effects of electricity, magnetism, light and optics, X-ray radiation
and gamma rays, infrared heat radiation, microwaves, and radio waves. They led directly
to the technology of radio and television which revolutionized communications. They also
needed no corrections when Einstein’s theory of relativity came along. In fact, the accu-
racy of Maxwell’s equations played a major role in inspiring Albert Einstein to come up
with his theory of relativity; Einstein wanted to keep Maxwell’s equations the same for all
observers in the universe. In a way, Einstein was just mopping up the implications of what
Maxwell wrote down. Not only that, Maxwell’s field theory is not changed significantly by

vV.E = P
€0
V-B = 0
- OB
E = -2
V x En
_ oE -
VxB = /106054-;101]

Maxwell’s equations for electric field Eand magnetic field B, fora charge density o and current densityj . The values
of &9 and 11 are universal constants that together give the speed of light, accordingto ¢ = 1/./gq 0.
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quantum mechanics. In quantum theory, we learn that Maxwell’s equations are correct for
a special class of fields known as coherent fields.

Every physicist today learns Maxwell’s equations as an example of a field theory. Just
as we can assign a direction or density to water flow, these equations assign a direction
and strengths of the electric and magnetic fields at every point in space. The electric and
magnetic fields at every point in space (including inside your body) make up together what
is called the electromagnetic field.

Understanding the nature of the electromagnetic field is one of the first major conceptual
leaps that modern physics requires. Are electromagnetic fields “real”? In the case of water
flow, the field is obviously “real” by any normal definition: we can look at the surface of
a river and see the flow of the water. That is, we can see its velocity field directly. In the
case of the electromagnetic field, the concept is a little more difficult. What we measure
are forces; for example, the electric force needed to deflect a pointer in a meter — the same
electric force you feel when you rub a balloon on your hair and stick it to a wall. These
forces always act on objects. One could therefore argue that only the objects and forces are
real, and the field in the empty space between them is just a mathematical trick for keeping
track of the complicated forces between the objects. Some people do argue this way (e.g.,
Mead 2000). But the vast majority of scientists today view electromagnetic field as “real.”
In fact, their sense of the reality of forces and fields is inverted: the field is the real thing,
which flows throughout all space, and the forces we measure are just the specific effects of
that field in particular times and places.

One reason for seeing the electromagnetic field as real is that electric and magnetic
fields can carry energy and pressure through the vacuum of empty space. We all have a
very immediate experience of this. The sun sends light radiation through the vacuum of
outer space to us every day, and this is responsible for the warmth of the earth, and our life.
A laser beam traveling through outer space is also an example of the field carrying energy
and pressure. You might not think that light exerts pressure, but it does — a laser beam,
and even a light bulb, pushes any object it hits, with a tiny pressure. Some scientists have
proposed using vast sails in outer space to use the pressure from sunlight to sail around the
solar system.

In the 1800s, it bothered people to think about how the vacuum of outer space could
carry energy and pressure. Some argued that the particle picture is needed to understand
this. In this view, light particles (photons) travel through outer space like little bullets. It is
easy to imagine energy and momentum being carried by these little particles, and pressure
coming from them when they hit something.

But the particle picture is not necessary for understanding how light carries energy
and momentum through space. All the theory we need is in Maxwell’s equations, which
tell us exactly how much energy and pressure is carried by light waves through vacuum.
The electromagnetic field carries these just as a water wave does, and Maxwell used the
mathematics of fluid pressure to describe how electromagnetic waves do this.

Quantum fields. The next conceptual leap of modern physics is to envision the field
that underlies everything we think of as normal matter. Just as there is an electromagnetic
field that fills all of space everywhere, the fundamental theory of quantum mechanics says
that there is also a “matter field” that extends everywhere in space. This field is described
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by equations, based largely on the work of Paul Dirac, that are very similar in form to
Maxwell’s equations.

In classical electromagnetic field theory, the field at each point in space is determined
by the electric and magnetic forces there. This has the advantage that we can equate the
numbers of the field to physical measurements that we could have made, at least in prin-
ciple. In quantum field theory, there is an additional conceptual hurdle, which is that the
number value given to the field at each point doesn’t even correspond to a force. We can
only deduce the values of these numbers indirectly. For this reason, some physicists who
accept that the electromagnetic field is real get off the boat at this point and say that the
matter field is not real.

But in quantum field theory, the equations that describe the electromagnetic field and
the equations that describe the matter field have the same fundamental nature.! We will
look into this in more detail in the coming chapters; for those who are mathematically
inclined, the basic math is given in Part III of this book. The general point is this, however:
we have an ascending ladder of fields introduced in physics, from water currents and air
flow, to electric and magnetic forces, to matter fields, which have exactly the same type of
math. We are comfortable with calling the water currents “real,” and most physicists are
comfortable with calling electromagnetic fields “real.”” Why then make a cutoff and refuse
to call quantum matter fields real, when the basic structure of the mathematics is the same,
and the way the equations predict the results of experiments are the same? It is true that,
just because some equations are formally similar, we need not take them as describing the
same thing; science has many examples of equations that are similar but describe different
things. But in the case of matter fields and classical fields, not only are the mathematical
structures the same; the elements in the different fields are interchangeable — matter fields
generate light and sound fields, and vice versa. (We will come back to this in Section 4.5.)
And all classical fields can be deduced as special cases from quantum fields. There is
simply no fundamental reason to draw a sharp line between the nature of physical reality
of different types of fields.

1 The only significant difference is that what we typically think of as matter fields are fermion fields, while
electromagnetic fields are boson fields. The distinction between these two will be discussed in Section 2.4; in
the math, the only difference is a change of a single sign from positive to negative. Classical fields such as water
velocity fields (described by the Navier—Stokes equations) and electromagnetic fields (described by Maxwell’s
equations) are now understood to be special cases of the more general formalism for quantum boson fields,
known as coherent states, discussed mathematically in Section 12.5.

A commonly repeated statement is that the mathematical structure of quantum fields involves operators,
while classical fields do not, and that this gives an essential difference between the two (the mathematics of
operators are discussed in Section 11.1). This is actually a misunderstanding based on different uses of the
term “field” in the literature. Classical and quantum fields can both be acted on by mathematical operators,
and in both cases, the operators by themselves do not carry any information about actual physical states. When
the operators have a spatial dependence, one can talk of an “operator field,” but this is not a physical entity
for either classical or quantum fields. For the mathematical details of this, see the discussion of spatial field
operators in Section 12.2.3.

Others have argued (e.g., Griffiths 2003) that the fact that matter waves involve complex numbers means that
they are fundamentally different from electromagnetic waves. But as shown mathematically in Section 13.1.2,
complex numbers are just a useful bookkeeping device to keep track of two degrees of freedom of a fermion
field. Section 9.1 also addresses this view.
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The perspective shared by most physicists familiar with quantum theory is that matter
fields really do exist. All the classical fields we are familiar with, such as the electric fields
that raise our hair in the presence of static electricity, and currents in water, can be derived
from underlying quantum fields. The quantum fields are more fundamental, or one might
say “more real,” than electric forces and water currents.

Quantum field theory is not some alternative version of quantum mechanics. It is the
most generally accepted, basic theory of quantum mechanics as understood by experts.
And it makes no sharp distinction between light waves, electron waves, and water waves.

1.2 Waves

The previous section introduced the concept of a field. The next important concept is a
wave. Just as we defined a field with the concrete example of a fluid, we can use a very
tangible example to define a wave, which is just what its name sounds like: a water wave.
If you go to the ocean and see waves, or if you make waves in a swimming pool, you
know what a wave is. The important thing to keep in mind about waves is that energy and
pressure are carried by waves from one place to another even though the water itself goes
nowhere. Think about it: if someone were sitting on the opposite side of a swimming pool,
you could push the water, creating a wave, and the wave would move to that person and hit
them. Yet the water level in the pool would stay the same. You put energy and pressure into
the water, and the water carried that energy and momentum somewhere else, even while
the water itself stayed in the same place.

The water in this case is the fluid field we discussed in the previous section. The wave
is an oscillation of that field. In the same way, the electromagnetic field and the quantum
matter field can have wave oscillations.

Let us define some generic terms used for all waves. Table 1.1 gives a summary of
these. The first important term is the wavelength of a wave, which is the distance between

Table 1.1 Standard wave terms.

Name Usual Definition Measurement
symbol
Wavelength A Distance between the crests Measured as a length
of a wave
Frequency f Number of wave crests passing “Hz” = number per
a point per second second
Phase ¢ Degree of completion of the Ranges from 0 to 360°

oscillation cycle of a wave
Amplitude ¥ Range of variation of whatever Different for each field
is oscillating
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A typical wave, with the definition of two terms for describing the wave.

its crests, as illustrated in Figure 1.5. The next is the frequency of a wave, which is the
number of wave crests moving past some location within a period of time. The frequency
and wavelength of a wave are not independent of each other: if we pick one, then we can
deduce the other from the properties of the field. A fast oscillation has high frequency
(many wave crests per second) and short wavelength; a slow oscillation has low frequency
and long wavelength. Frequency is measured in crests per second; instead of saying “crests
per second,” scientists and engineers use the term Hertz, after the famous scientist of that
name, and abbreviate this as Hz. The oscillating electric wave in your home electric circuits
has a frequency of 60 Hz (60 crests per second), while radio waves have frequencies of
millions of crests per second, that is, mega-Hertz (written in the metric system as MHz).
Sound waves in the audible range have frequencies of tens of Hz up to a few thousand
Hz, and ultrasound waves, used for seeing inside a human body, have frequencies around
1 MHz.

The electromagnetic field can oscillate just like the surface of a swimming pool. When
the electromagnetic field oscillates, we detect it as light waves, radio waves, or microwaves,
and so on. The only difference between these types of waves is the frequency of the waves.
Radio waves have much longer wavelength than light waves but are otherwise just the
same.

The quantum matter field can also oscillate. Matter waves can have short wavelength
or long wavelength. In general, it takes more energy to create a wave with high frequency
than it does to create a slow oscillation with low frequency.

In each type of wave, we call the range of oscillation the amplitude of the wave, as
illustrated in Figure 1.5. In the case of water waves, it is easy to see the amplitude: as
the water goes up and down, the amplitude is the height of the waves. It is not so easy to
visualize the oscillation of electromagnetic waves or matter waves. But something is really
oscillating. In the case of an electromagnetic wave, the strength and direction of the electric
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The phase of a wave equated to the position of a clock hand. The angle 6 is the phase angle corresponding to a point
in the cycle.

force oscillates. If you had a small charged object, it would feel an oscillating force if an
electromagnetic wave passed by. The force would change direction from left to right, or up
to down, and then back the other way. The amplitude in this case would be measured as the
maximum force felt by the charged object. In the case of a matter wave, nothing is moving
left to right or up to down. But something is still oscillating.

One last general wave term is the phase. This concept, like many other scientific con-
cepts, suffers from degradation in the popular media: “set phasors to stun.” Phase is actually
very simple. Consider the left side of Figure 1.6, with a clock hand that can go around a
circle. The phase of the clock hand is its position in the circle. This can be measured as
an angle. For example, we could define 12:00 PM as angle zero, 3:00 PM as the 90° angle,
6:00 PM as 180°, and so on. The phase goes all the way around to 360° and then starts over
again.

We can extend this definition of phase to any cyclic oscillation. (This is why we talk of
the phases of the moon, in its cycle from new to full and back.) With a water wave, the wave
goes up and down. We can define the highest point as phase of zero, and the lowest point,
when it is halfway through its cycle, as phase of 180°; when it gets back to the highest
point, the phase reaches 360° and starts over. Figure 1.6 illustrates how the position in an
oscillation can be equated to the position of a clock hand. The water is not really moving
in a circle; it is moving up and down, but since it is moving through a periodic cycle, we
can equate the different stages in its cycle as different phase angles around a circle.

In a matter wave, the phase of the matter field also oscillates in a cycle, so that its phase
goes from 0 to 180°, 360°, and so on. The phase of a matter wave is not just a fictional
concept. It can be measured in experiments, for example, in the current of superconductors
and in small (“mesoscopic”) electronic circuits. One way this is done is with interference
and tunneling experiments, which are described in Section 1.3.

1.3 Basic Wave Effects

All of these waves in fields, whether we are talking about water waves, sound waves (oscil-
lations of the air), electromagnetic waves (light, radio, etc.), or matter waves, have certain
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common properties. These properties all seem normal when we are thinking about typical
“energy” waves like sound and light but can seem strange when we are talking about matter.

The first basic wave property is called superposition. This property means that two waves
can pass through each other, and, while they are passing through each other, the behavior
of the whole system is just the sum of the two waves.

This property is not absolute. It breaks down when there are “nonlinear” terms in the
wave equations, and, in almost all real systems, there are some nonlinear terms that crop
up in some cases. Many modern physics experiments study these nonlinear effects. But
for the most part, we can assume that the fields are linear and therefore the principle of
superposition is true. As discussed in Section 2.3, nonlinear effects are one reason why the
notion of indivisible quantum particles breaks down in some cases.

Waves passing through each other seem normal for waves that we think of as pure energy
waves. For example, it doesn’t seem strange that a beam of light from one flashlight can
pass through the beam of light from another flashlight, or that a water wave created by a
person splashing on one side of a pool can pass though the wave created by another person
on a different side of the pool. Our normal experience, however, is that solid matter does
not pass through other matter. Matter waves passing through other matter waves seem very
strange. It can happen, however. The reason why it does not happen more often has to do
with the specific property of matter waves called Pauli exclusion, which we will discuss in
Chapter 2.

Given the property of superposition of waves, a direct consequence is the possibility
of interference of waves. Interference occurs when one wave cancels out another wave.
Suppose that two water waves are passing through each other, as shown in Figure 1.7. At
some points, the wave crest from one wave is moving up while the crest from the other wave
is moving down. The two waves will cancel at those points, leaving the water motionless
there. At other points, the two waves will add up, to give a wave higher than either. You may
not have seen interference of water waves (though it is easy to demonstrate), but you have
certainly seen it with light waves, and may have heard it with sound waves. If you have seen
rings of different colors on an oil slick, as shown in Figure 1.8, you have seen interference

Computed interference pattern of two waves passing through each other.
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Figure 1.8

1.3 Basic Wave Effects

(b)

Pictures of interference in the real world. (a) Fringes of light reflected from oil, caused by the interference of light
from the top surface and the bottom surface of the oil, with slight thickness variations of the oil (Creative Commons
Attribution — Share Alike 2.5 Generic). (b) Interference patterns of matter waves composed of whole atoms, measured
at very low temperature. From Andrews 1997.

of light. What is happening is that the light waves bouncing off the top surface of the oil
are interfering with light waves bouncing off the bottom surface, so that in some places the
light of a certain color cancels out. Sound can do the same thing. There is now an industry
selling active sound-reduction headphones. These generate sound exactly opposite of the
sound coming in, canceling it out and creating silence.

Again, this doesn’t seem so strange with light and sound waves, but very strange for mat-
ter. Imagine taking a solid object and canceling it out with another object, so that you have
nothing. Yet experiments have been done that do essentially that: electronic current can be
canceled out through interference. When electric current sent down one wire is sent into
the same place as electric current sent down another wire, for certain experimental condi-
tions, they can cancel out, giving no current. This is not science fiction; it is reality, and the
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m Avibrational resonance of a string produced by an oscillator at one end. The frequency is such that three
half-wavelengths fit exactly into the available space. (Greg Severn, University of San Diego.)

basis of useful devices for measuring magnetic field, as discussed further in Sections 2.6
and 8.5. More recently, whole atoms have been canceled out, as shown in Figure 1.8(b), to
make fringes similar to the ones you see on an oil slick.

Another wave effect that will be extremely important in all of this book is resonance.
Resonance means that some things have “natural” frequencies that they vibrate at. This is
familiar to all musicians. For example, a tuning fork resonates at a certain frequency if you
hit it, as does a stretched piano wire on a piano. Figure 1.9 shows an example of a resonant
mode of a taut string.

An object can have more than one resonance. For example, if you blow into a bugle, you
can get different notes by blowing differently; the different notes correspond to different
resonances of the sound wave in the air in the bugle. In the same way, a tuning fork or a
bell can have “overtones” (higher-frequency resonances) if you hit it hard enough.

A crucial property of wave resonances is that they can be sharply defined, with jumps
in between. Blowing into a bugle, you get distinct notes, not a continuous smear of sound.
Because resonances can be sharply defined, and the system can stay in a resonance for a
long time, they are often called stable stafes of the system. There is always one lowest-
frequency resonance, which corresponds to the longest wavelength; this is called the
ground state of the system. Higher-energy states, which have shorter wavelength and higher
frequency, are called excited states.

In quantum mechanics, not only sound waves and electromagnetic waves but also matter
waves can have resonances. The famous “jumps” between electronic states of the atom,
which we learn in chemistry class, correspond to transitions between resonances of the
electron matter wave. These jumps are not instantaneous, however; we will return to discuss
this in Chapter 3.

Resonances are not always sharply defined. If there is energy loss in the system, the
resonances may be smeared out. For example, when you tune a radio, you are tuning it to
resonate at different frequencies of radio waves. Each radio station sends out its signal at
a different frequency; this is what the call numbers stand for (e.g., 104.5 MHz is 104.5
million wave crests per second). In a cheap radio, the resonances of the radio are not very
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Atypical resonance curve. The ratio of the center frequency to the width of the resonance is called its Q-factor.

distinct, and you can pick up more than one radio station at the same time. Figure 1.10
shows some of the characteristics of a resonance.

One more basic wave effect is partial transmission. You are quite familiar with this
effect of waves: a person may be speaking in another room, and you hear the sound coming
through the wall. The sound is quieter than it would be if you were in the same room as
that person, because only part of the sound gets through the wall and the rest is reflected.
The same thing happens with light: if light hits a glass surface, part of it goes through, and
part of it is reflected, as shown in Figure 1.11. The same thing happens with the windows
in your house.

Think how strange this would be if normal matter acted this way in daily life. Imagine
a person hitting a wall, and one copy of the person passing through the wall while another
copy of the person bounces off! We are used to matter being indivisible, going one way or

Alaser beam being split into two by a glass surface. (C.-M. Zetterling, Royal Institute of Technology, Sweden.)
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another but not both. We can break an object into two parts, but we never see one object
that does two things simultaneously.

Yet this effect does happen with matter, also. When matter is partially transmitted
through a barrier, it is known as funneling. This has been seen in all kinds of experiments;
for example, electrons in a superconductor can tunnel through barriers, and nuclear matter
inside an atom can tunnel out, leading to the well-known effect of nuclear radiation. We
will return to discuss this in Chapter 8.

1.4 The Return of the Ether

In the case of water waves, it is clear what is oscillating, or waving: the water. What is
waving in the case of electromagnetic waves or matter waves? This question bothered
many people in the 1800s. The answer, as understood in modern physics, is clear: the field
is oscillating. Both the electromagnetic field and the quantum matter field, which exist
everywhere in space, can oscillate in a measurable way.

This sounds a lot like saying that the “ether” oscillates. The concept of the ether is a very
ancient concept, which scholars envisioned as a fluid filling all space. (From this term, we
get the word “ethereal,” referring to something invisible and immaterial.) Many people who
have read about philosophy of science have heard that the concept of the ether was put to
death at the end of the 1800s, and now nobody believes in it. But actually, scientists have
just substituted another word for the ether, and called it the “field”!

Let us take a short excursion into basic logic. A longstanding conclusion of pure logic
is the principle that “nothing cannot exist.” This is a tautology: by using the verb “exist,”
we imply that something exists which is doing the existing. Therefore, to exist is to be
something. But if that something exists, then it is not “nothing.” Thus, to say that “nothing”
exists is to engage in self-contradiction, to say that something exists, but it doesn’t.

When we talk about the vacuum of outer space, we mean that there is no mass there, but
it is not “nothing.” There is always a field there; specifically, both the electromagnetic field
and quantum matter field. These fields may have no waves happening there, but the fields
still exist, just as in a pool with no waves, the water still exists.

So throughout all space, “something” exists, which we call a “field,” and that field can
oscillate. We can call this the ether, if we want. Why then did the old concept of the ether
get rejected?

Essentially, the old ether concept that got rejected was one that was pinned to a static
concept of space and time. Einstein showed that our sense of time passing and our sense of
distance depend on our point of view, and people could watch the same events and disagree
about when and where they took place, even while agreeing that the same events happened.

The old concept of the ether was, in effect, nailed down to space, like the water in a lake.
If you are in a boat and you go fast enough, you can measure your speed relative to the
water, and you can even go faster than the waves you create. Every boater is familiar with
this effect: as the boat speeds up, the waves stretch out to the rear. Waves only advance out
in front of the boat if it is going slower than the waves do.
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If light waves were like that, then if you were on a rocket going near the speed of light,
and you shone a flashlight forward, you would see the light piling up at the front of the
rocket, like water waves piling up at the front of a speeding boat. Einstein was specifically
concerned to make sure that his theory did not allow this to happen, because he was certain
that Maxwell’s equations are universally true from every perspective in the universe. He
based this on the intuition that in the vacuum of outer space, far away from any matter,
there would be no way to know whether you were moving or not.

When the proper math of Einstein’s relativity is taken into account, the result is that
no matter how fast you go, light waves travel away from you at the same speed in all
directions, and therefore you can’t measure your speed relative to the field by looking at
the light waves. The same is true for the quantum matter field: both the electromagnetic
and quantum matter fields are relativistic fields. That means that the field equations are the
same no matter how fast you go. (This incidentally implies that the speed of light which
goes into the equations must always be the same, a premise that is often used in calculations
of relativity.)

It is important to understand what relativity says and what it does not say. It does not say
that anyone can believe anything he or she wants. It says that every observer everywhere
can compute the numerical values of the fields using the same set of equations. If they are
traveling at different speeds, they will come up with different numbers for the field values.
But the laws of relativity give very definite rules for how to transform the field values for
an observer at one time and place to the field values measured by an observer at another
location, traveling at a different speed.

Thus, the field is always still there — it does not vanish for any observer. Every observer
can detect a field filling all of space, and every observer can perceive that the field can
oscillate, leading to waves. So it is very much like the ether of old. It is just not a nailed-
down ether. It looks different from different perspectives, but it is always there. Physicists
agree that the field is everywhere present, but some do not like to call the field a “medium,”
because, by their definition, a medium is something pinned down, like the old version of
the ether. But if we define a medium as simply whatever it is that is oscillating, then it
is perfectly appropriate to say that the electromagnetic and quantum matter fields are the
mediums for waves.

Not only is the vacuum field not “nothing,” but, in the modern view, the vacuum field
is quite active. The remnants of the light emitted at the Big Bang still fill all of outer
space, which means that there are electromagnetic waves bouncing around everywhere.
The vacuum is filled with electromagnetic and matter fields, and these fields are as real and
active as any physical entity we know.
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How Fields Generate Particles

In Chapter 1, I presented the noncontroversial core teaching of modern quantum mechan-
ics, namely that fields exist throughout all space and that there are waves in these, described
by equations that have many similarities for all types of fields. We haven’t yet talked about
particles. As mentioned at the beginning of Chapter 1, particles are “epiphenomena,” a
secondary effect of waves. We are now ready to talk about how they are related to waves.

2.1 Field Resonances

18

In Section 1.3, we briefly looked at the standard wave effect known as resonance. In gen-
eral, any physical system has natural modes of oscillation, and most systems have more
than one such natural oscillation. A typical example is a string tied at both ends, like the
one shown in Figure 1.9. Any wave tied down at both ends must have a wave amplitude of
nearly zero at those points.

As shown in Figure 2.1, there is more than one wavelength which can have that property.
Any wave that goes through an integer number of half-waves along the length of the string
will have no motion at the ends. Recall that the wavelength is defined as the distance from
one crest of the wave to the next. The wave with longest wavelength, called the fundamental
mode, is the one with just one half-wave on the string. At each end, the wave is pinned
down, while in the middle the wave oscillates back and forth with large amplitude. The
wave with the next-longest wavelength is the one that has a single full wave on the string.
Both ends are pinned down and have zero amplitude, but there is also a point of zero
amplitude in the middle of the string, even though the string is not pinned down there. This
point is called a node. Good guitar players are familiar with the existence of nodes. If you
put your finger exactly at the midpoint of a guitar string and pluck the string at a different
spot, you will hear a higher note, which is equal to twice the normal frequency of the
string. A wave with half the wavelength of another wave, and therefore twice its frequency,
is defined as one octave higher, in musical terms. As shown in Figure 2.1, there are many
higher wave modes on the string, each with shorter wavelength and higher frequency. These
are the resonant frequencies of the guitar string.

Since any number of half-waves fit in the space available, one can have resonances of
the string at any integer number times the fundamental mode. This principle underlies the
whole western music system. Table 2.1 gives the standard “well-tempered” musical scale.
Going to a resonance with twice the frequency of another corresponds to going one octave
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m Modes of vibration, or resonances, of a guitar string pinned down at both ends.

higher. Going to a resonance frequency three times higher corresponds to one octave plus
one-fifth. One can then go an octave below, or two octaves below, to get the same note on
the musical scale in a lower range. By successively tripling and then halving, one gets all
the notes of the western musical scale, with some small adjustments made so that, after
twelve times tripling and then halving, one comes back to the same starting note.

As discussed in Section 1.3, if the resonances are sharp (i.e., they have high “Q,” as
defined in Figure 1.10), then in between the resonant modes, there will be gaps. The system

Table 2.1 The “well-tempered scale” of western music, also called the “circle of fifths,” which arises from
octaves being a factor-of-two ratio of frequency, and an octave plus a fifth being a factor-of-three ratio of

frequency.
Note f (Hz) x3 X % X %
A 440 1,320 660
E 659 1,977 989 494
B 494 1,482 741
F# (Gb) 740 2,220 1,110 555
C# (Db) 554 1,662 831
G# (Ab) 831 2,493 1,246 623
D# (Eb) 622 1,866 933 467
A# (Bb) 466 1,398 699
F 699 2,097 1,048 524
C 523 1,569 785
G 784 2,352 1,176 588
D 587 1,761 881
A 880
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will not oscillate very well at frequencies between the resonances. Thus, there are jumps
of frequency from one resonance to another.

What I have just described, a sequence of resonances of a wave, is all you need to know
about where particles and quantum jumps come from. The word “quantum” in quantum
mechanics refers to the jumps between different resonances of a wave. These jumps are
not some new law of physics added to the theory of waves in fields discussed in Chapter 1.
They are a natural implication of any field theory.

2.2 Two Types of Quantization
-______________________________________________________________________________|

I have argued in Section 2.1 that waves in the electromagnetic field are just like waves
on a guitar string, and so are matter waves. In the case of waves on the guitar string,
the quantum jumps were caused by pinning down the string at both ends. Only certain
wavelengths could fit on the string then. What is equivalent to pinning down the ends of
the string, for electromagnetic waves and matter waves in vacuum?

It turns out that there are two different answers to this question. One possibility is that we
do something which forces the electric field to be zero at certain places. For electromag-
netic waves, for example light waves, this could be done by putting two mirrors opposite
each other. The light cannot go through the mirror, so right at the surface of the mirror, the
amplitude of the light wave is zero. If we put two mirrors opposite each other, we will have
a situation almost exactly the same as a guitar string tied down at two ends. Only certain
wavelengths of light wave can fit in the space between the two mirrors (this is called an
optical cavity, and it is often used in making lasers). Just as in the case of the guitar string,
there will be a series of different resonant frequencies of the light wave like that shown in
Figure 2.1.

It is also possible to make a circular optical cavity, using a set of mirrors to send the light
in one direction continuously. In this case, the constraint on the wave is that the wave must
come back to where it started by the time it goes all the way around the circle. The longest
wavelength that can fit is equal to the circumference of the circle. Shorter wavelengths can
also fit, as in the case of a guitar string, equal to one-half, one-third, and so on, of the
longest allowed wavelength.

In the case of a matter wave, for example an electron wave, the same thing can happen.
This is the case for an electron wave going in a circular path around an atom. Figure 2.2
illustrates how only certain wavelengths of the electron matter wave can fit in a given orbit.
This is the cause of the jumps between different states of an electron going on a circular
path around an atom. The electron wave around an atom has various resonances just like a
guitar string.

Second quantization. But there is a second type of resonance that occurs in field theory.
The resonances we have discussed so far, for both electromagnetic waves and matter waves,
as well as guitar strings (sound waves), are all known as “classical” wave resonances. That
type of wave resonance was already well known in the 1800s.
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lllustration of two different natural modes of oscillation, that is, resonances, of an electron wave around an atom.

Quantum field theory says that there is another, deeper, type of resonance. To see this
type of resonance, we must focus on a single point of a wave. Think of looking at a single
spot on the guitar string. If you pluck the string, that part of the string will vibrate. If
you pluck the string harder, you will get a high amplitude of the wave at that point (i.e.,
that point on the string will move a lot), and if you pluck the string more weakly, the
amplitude will be lower (that point will not move very much). What is the range of all
possible amplitudes you could generate?

In classical field theory, the wave amplitude can be any amount; there is no limit on how
much or how little a part of the string can move during its oscillation. In quantum field
theory, there are resonances in the amplitudes. The amplitude of the wave at any given
point in space cannot have just any value — only certain values will work. The mathemat-
ical argument for this is given in Chapter 12. This is a standard result of the fundamental
theories of modern physics and is true for sound waves in water or on guitar strings, for
electromagnetic waves like light, and for matter waves.

We can see the basic reason for this new type of resonance with the following argument.
Figure 2.3 shows a plot of the “stiffness” of a string as a function of how far it is pushed
from its resting point. This is characterized by the amount of energy needed to push it
that far. As seen in this figure, there is a valley, so to speak, of low stiffness near to the
center position, and increasing stiffness as the wire is pushed away from the center in
either direction. This is a typical behavior for all kinds of springy things, including real
springs, but also guitar strings, water waves, and sound waves in air, and all the fields we
discussed in Chapter 1.

Looking at this valley, one can see that it is a type of confinement like a string pinned
down at both ends, but instead of the motion being completely stopped at the ends, there
is gradual suppression of the motion away from the center, as the wire gets stiffer and
stiffer. The relatively simple math of Section 9.4 shows that only certain waves will work
because there is a boundary condition that the wave is confined to fit in a certain region.
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(a) Various positions of a string during its oscillation, with different amplitudes. (b) The potential energy of the string
(that s, its “stiffness”) as a function of its amplitude.
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Various resonant modes of the amplitude function of a wave on a string.

Figure 2.4 shows resonant waves confined in this type of valley. Instead of being pinned to
zero amplitude at the sides, the waves fade away to zero gradually.

Keep in mind, though, the difference of the two types of resonance. In the first type,
classical quantization (called first quantization), what we had was resonances of the wave-
length of the wave going along the string. Now we are talking about resonances of the
amplitude, that is, in the distances that the string can move in the perpendicular direction,
side to side. This is known as second quantization. Importantly, each possible wavelength
in the first quantization has a whole set of resonances of its possible amplitudes in its
second quantization.

Although this is mostly a nonmathematical discussion, let us look at just a little math
here. We write the symbol i (the Greek letter “psi”) as the general symbol for the ampli-
tude of any wave, whether it is a sound wave, light wave, or matter wave. The infensity of a
wave, that is, the amount of energy it carries, is proportional to the square of the amplitude,
¥2. This agrees with our experience that a wave with more motion carries more energy.
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The result of second quantization from the math of Section 12.2 is that 12 has resonances
proportional to (N + %), where N is any nonzero integer. In other words, the jumps in the
energy of the wave are proportional to an integer N. The amount of energy change in each
jump in amplitude is given by

E = hf, (2.2.1)

which is known as the DeBroglie relation, where f is the frequency of the wave, defined in
Section 1.2, and / is a universal constant of nature, known as Plancks constant.

Planck’s constant is very small (6.6 x 1073* Joule-seconds). Without worrying about the
exact value of this number, we can say that, for typical fields, this means that the jumps in
the resonant amplitudes are extremely small — these resonances are so close together that,
in normal life, we can set /2 to have any value we want, just as in classical field theory.
To detect the jumps in the value of ¥? we must have extremely high accuracy of our
measurement. But these jumps in amplitude are measurable and real, and have important
consequences, as we will see.

This rule for quantized jumps in amplitude is a general result of quantum field theory
that applies very generally to water waves, sound waves, and electromagnetic waves. As
we will discuss in Section 2.4, a similar rule applies to quantum matter waves, namely that
the wave energy can only be increased in jumps of energy /4 f. For electromagnetic waves
and quantum matter waves, it is a little more abstract to imagine what is oscillating that is
analogous to the side-to-side motion of the guitar string. But the same rule applies to all of
these types of waves — amplitudes have quantized resonances.

2.3 Resonances as Particles
1

We have already stated that waves with greater amplitude carry more energy, which stands
to reason from our experience. The rule we gave in Section 2.2 for the quantization of
amplitudes says that, to make a wave go to higher amplitude, we must add energy in lumps,
or quanta; we cannot just add any arbitrary amount of energy. The extra amount of energy
we must add is equal to Planck’s constant times the frequency of the wave.

In quantum field theory, this amount of energy is defined as the addition of a “particle.”
Each field has an associated particle: a sound wave (or water wave) has energy quanta called
phonons, the electromagnetic field (whether light waves, radio waves, etc.) has the associ-
ated particles called photons, and there are various matter fields with associated particles
known as electrons, quarks, and so on.

All of these particles are excitations of the field. “Excitation” is just the physics term for
putting energy in. The physical picture is the following: the vacuum is equated with a field
sitting in its quietest state, with no extra energy. As discussed at the end of Chapter 1, that
means that, even in the vacuum of outer space, there is still “something” there, namely the
field. When a field is caused to oscillate at a higher amplitude by putting in a quantum of
energy, we can call this “adding a particle.” In physics terminology, the vacuum state of the
field has been “excited” to a higher-energy state.
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Nothing in any of this has given any footing to thinking of particles as little billiard balls
flying around.! For the same reason, there is no reason to ponder whether particles are
“point” particles or whether they have some spatial size. As we will discuss in Section 2.8,
it is actually problematic to try to assign a spatial size to many types of particles, and doing
so leads to mathematical nonsense in some cases. There is no reason to try. The basic
notion of particles in quantum field theory is nothing more or less than a specific amount
of energy put into a field to cause it to vibrate at a higher amplitude. That vibration might
be extended over space (as in the case of a guitar string or a laser beam) or it might be
localized to a small region like an atom.

Note the progression we have gone through. We started with a field, for which our basic
example was a guitar string. We found two types of resonances of the string: a series of
resonances in the wavelengths of the wave, and another series of resonances in the ampli-
tude of the waves of each wavelength. The series of resonances in the amplitude turned
out to be equally spaced in energy. Therefore, we adopted the convenient picture of adding
energy to the wave as adding particles, each with a fixed amount of energy.

What if a field existed in which the energy was not proportional to an integer N but
instead, for example, was proportional to N2, or, say, N + 0.001N?, that is, with a small
nonlinear term? Then there would still be amplitude resonances, but it would not be so easy
to interpret the amplitude resonances as corresponding to integer numbers of particles. As
you went from one resonance to the next, the amount of energy you added each time would
not be a constant; it would depend on where you were in the series of resonances.

In fact, in every real field, the energies of the resonances are not exactly proportional
to N. Treating the jumps in energy as exactly proportional to N is an approximation; a
very good approximation for most fields but still an approximation. The energy in all real
fields must be corrected by extra nonlinear terms, which are usually ignored because they
are small, but they are very real, and lead to very important physical effects. For example,
heat flow is largely controlled by nonlinear terms in sound fields; light of one color can
be turned into other colors in laser laboratories using nonlinear optical effects. Even in
the vacuum of outer space, the amplitude resonances of light waves do not have energies
exactly proportional to an integer number; at very high intensities, nonlinear terms occur
even in vacuum.

It is often a useful approximation to treat each field as having states with an exact num-
ber of particles, and then to treat the nonlinear terms as small perturbations, which cause
the field to jump between states with different numbers of particles. But that approach is
just an approximation, and there is no fundamental reason to always stick with it. One
could instead find the exact resonances, in which case every jump in energy would be by a

' David Baker (2009) has argued that because all quantum field states can be written in terms of Fock states
(defined mathematically in Sections 12.1 and 13.1), which he treats as states with a definite number of particles,
quantum field theory cannot escape the need for a definition of particles. However, Fock states are simply states
with definite amplitudes in all of the allowed wave states; as we have seen, there is no reason to treat these
states of well-defined amplitude as corresponding to localized, compact objects. Paul Teller (1995) makes a
distinction between quanta, as jumps in the energy/amplitude of Fock states, and particles, as localized objects
with a definite history, and presents several arguments as to why the quanta of Fock states cannot be thought of
as traditional “particles.”
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different amount. Then it would not be as appealing to talk of particles because each jump
in amplitude would have a different energy from all the others.

2.4 Bosons and Fermions
1

So far, everything we have discussed has been quite general for all types of fields. But
there are actually two different classes of fields, with a crucial difference between them.
The first type of field is called bosonic (named after the Indian physicist Satyendra Nath
Bose), and the second type is called fermionic (named after the Italian physicist Enrico
Fermi). Sound waves (including water waves and guitar strings), with their associated pho-
non particles, and electromagnetic waves (including light, radio, microwaves, and X-rays),
with their associated photon particles, are examples of bosonic fields, and all of the asso-
ciated particles of these are collectively called bosons. We often think of these as “energy”
fields. On the other hand, most of the things we think of as “normal matter” are fermionic
fields, with the associated particles of electrons, protons, and neutrons, as well as other
more exotic particles; all of these particles collectively are called fermions. All the fields
in the universe that we know of, whether for electrons, quarks, or obscure subatomic par-
ticles, fall into one of these two classes, and there is reason to believe that there cannot be
any other classes.?

The primary difference between the two classes is in the number of amplitude resonances
they can have. Bosonic fields have an infinite number of amplitude resonances; that is, the
integer N in Eq. (2.2.1) can be equal to 0, 1, 2, and so on, with no upper limit. Fermionic
fields have only two resonances: N can be equal to only 0 or 1. Figure 2.5 illustrates this
difference.

Bosons Fermions

Steps in amplitude for waves in a bosonic field (no upper limit on the amplitude) and a fermionic field (only two
allowed states). Note that the boson field cannot have zero amplitude; the lowest amplitude allowed has an
amplitude associated with the vacuum energy of the state, corresponding to the N = O in the term (N + %).

2 1tis possible to write down theoretical equations for anyons, which are a different class from either of these,
but the only known ways to do this require underlying fields that are either bosonic or fermionic.
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This simple difference leads to enormous differences in the properties of the different
fields. The fermion property of only two possible resonant states is called the Pauli exclu-
sion principle and means that, if a given wave state is excited from vacuum (which we call
“being occupied by a particle”), then no more energy can be added (that would require
N = 2, which is forbidden for fermionic fields). The Pauli exclusion principle is responsi-
ble for the entire periodic table of chemistry: filling of “shells” in chemistry corresponds
to putting one electron in each possible wave state around an atom. The Pauli exclusion
principle is also very much responsible for why solid matter seems solid, as we will see in
the next section.

On the other hand, as we have already discussed for sound waves, for example, waves
on guitar strings, boson waves have no upper limit on the number N. That leads to our
experience that waves like sound waves and light waves have no limit on their intensity.
You can put as much sound energy or light energy in a container as you like; it will not
“fill up” and prevent more sound or light from coming in (unless the container melts from
all the energy in it). Not only that, more bosons in a state will make it more likely that
other bosons in other states will change their state to enter into the highly occupied state.
This property is called stimulated scattering, or in the case of photons being emitted from
a light source, stimulated emission. This property is the basis of the laser: light that is
initially random can self-organize into all being one wave state with large amplitude.

The rules for amplitude resonances of fermion and boson fields can be summarized
as follows: given a system in amplitude-resonance state N, the rate of transition to the
next-highest resonance is proportional to

{ 1 — N fora fermion field

1+ N foraboson field. (24.1)

These rules are derived mathematically in Section 14.1. Note the symmetry between these
two cases, which are the same except for a change from a + sign to a — sign. This sym-
metry is not accidental. Boson fields and fermion fields are two sides of the same coin; as
discussed in Section 13.1, the math is the same for the two types of fields at every level
except for the plus and minus signs being different. Yet this difference is crucial. For fer-
mion fields, it means that, if N = 1, there can be no transition to N = 2, while for boson
fields, the greater the N is, the greater the rate of amplification to even higher N, if there is
enough energy around to add.

Students of chemistry are used to the Pauli exclusion principle and often think of the
wave states that get filled up as something like little boxes that can contain only one par-
ticle. The property of stimulated emission of photons in lasers is also learned by many
students. The Pauli exclusion principle and the stimulated emission principle are truly
strange principles if we think of particles as little billiard balls. A “state” in chemistry
is not a box that contains anything. It is a wave with a particular direction and velocity.
Imagine a billiard table with fermionic billiard balls. The Pauli exclusion principle would
imply that, as the balls move around the table and collide with each other, if even one ball
is moving to the left with a certain speed, then after a collision, no other ball will move in
that direction with the same speed! It is as though the balls do an opinion poll in advance
of what the other balls are doing, and if they hear of another particle doing something, they


https://doi.org/10.1017/9781009261562.003

27

2.5 A Wave Can Be a Very Solid Thing

Table 2.2 Properties of boson and fermion fields.

Boson fields Fermion fields
Examples Light, sound Electric charge, nuclear matter
Transition rate (1+N) (1-N)
Spin 0,1,2,... 13,3,

refuse to do the same thing. On the other hand, if the billiard balls were bosons, then if one
ball were moving to the left, then all the other billiard balls would start moving in the same
direction at the same speed, as though they were sheep who wanted to follow a leader!

If we drop the localized particle picture, these properties are not so strange for waves.
As discussed in Section 1.2, waves in the same place can either add together or cancel
out, depending on their phase. In fermion fields, if there is already a wave with amplitude
resonance N = 1, extra energy added to the wave would effectively be like adding a wave
with the opposite phase, canceling out the initial wave. In boson fields, the amplitudes add
with the same phase, giving a greater amplitude. This effect of stimulated emission is a
well-known classical wave effect, which occurs, for example, when the radiation from one
radio antenna increases the radiation coming from another antenna.

Table 2.2 summarizes the differences between bosonic and fermionic fields. One other
important difference is in the associated spin of the excitations of the field. All fields
have certain allowed states of angular momentum (that is, allowed rotation rates). Bosons
all have an associated angular momentum equal to an integer times Planck’s constant;
fermions all have half-integer values. The spin properties of fermions follow from the
assumption that a fermionic wave never vanishes at any moment in time; by contrast,
bosonic fields have oscillations that pass through zero during every oscillation, which
means that, at certain times, bosonic waves “wink out” momentarily. (This is shown mathe-
matically in Sections 9.1 and 13.2.) That is the only important physical difference between
the two types of field.

2.5 A Wave Can Be a Very Solid Thing

All this talk of particles as resonances of a field may make some people uncomfortable.
Fields seem so “ethereal”! It can make us feel that nothing we see around us is really
substantial. Even we ourselves are made of waves! Particles, by contrast, seem to make us
feel more solid, more real.

Actually, our sense of particles being substantial and permanent is rather misguided. All
types of particles can appear and disappear under various conditions. Quantum field theory
says that the electrons and protons that make up our atoms can appear out of vacuum and
disappear back into it. Particles are not rock solid entities that can never vanish.

On the other hand, our fear that the wave picture alone makes us “insubstantial” is also
misguided. Nothing in physics theory should change what you know and see with your
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own eyes: that things and people are very solid indeed. Saying they are made of “nothing
but” fields does not change this.> This solidness arises in the context of field theory as
a result of Pauli exclusion, and is known as fermion pressure. Section 9.3 presents this
mathematically; here, we can just think about it qualitatively.

Our sense of “solidness” of things comes from the experience that, when we push on
them, they do not compress very much before they push back with the same force. This
property is in turn a consequence of the property that we must put energy into the system
to get it to compress. So, in asking why some things seem solid, what we are really asking
is why it pushes back when we push on it.

In a solid, there are many electronic wave states. Pressing on a solid reduces its volume
slightly. For example, in pressing on a piece of wood, you might push its surface a micron
or so. That makes the electron states have higher energy, because shorter wavelength corre-
sponds to higher frequency, and higher frequency corresponds to higher energy. Therefore,
energy is needed to compress a solid. This is no small, esoteric effect. As shown mathemat-
ically in Section 9.3, even a deflection of the surface of a piece of wood by a micron can
raise the fermion pressure enough to create a substantial force pushing back against your
finger. Fermion pressure, which comes from Pauli exclusion, is fundamentally the reason
for our experience of the stiffness of solids.

The reason why fields seem so intangible is because our normal experience with wave
effects is with boson fields such as sound waves and light waves. If all matter were made
of boson fields instead of fermion fields, our experience would not be that things were so
solid. There is no limit to the amount of bosonic energy you can squeeze into one place.
If the volume of a bosonic system is compressed, so that the wavelengths of the states are
shorter, the system can lower its energy by changing the amplitude of all the wave states,
so that the longer-wavelength states have higher amplitude (“greater particle occupation”)
and the shorter-wavelength states have lower amplitude (“less particle occupation”). This
can’t happen in a fermion system since there is a maximum amplitude of all the states.

It is a conventional truism to say that atoms, and we, are “mostly empty space.” That is
not really correct. It assumes the picture of an atom as a little solar system with the nucleus
as the sun and a point-like electron orbiting around it. Quantum field theory says that the
electron matter wave fills the volume around the nucleus, and this matter wave for electrons
is very incompressible.

2.6 ...And a Solid Can Be a Very Wavy Thing

As discussed in Section 2.5, our intuition about waves comes from our general experience
that the waves we encounter are bosonic waves, like light and sound, while solid matter is
made of fermion waves. Solid matter usually doesn’t seem very wavy.

3 Brain scientist and author Donald Mackay coined the phrase “nothing buttery” to describe the philosophical
sleight-of-hand that says that, if something is made out of something else, then it is not real, since it is “nothing
but” the stuff it is made out of. In his context, he meant that saying that brains are made of atoms and molecules
has no bearing on whether our experience of thinking is real or not — of course we think! See, e.g., Mackay
1980. Section 7.2 discusses this topic further.
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System Boson name Underlying particles

Superfluid helium Helium atom Two electrons, two protons, and two neutrons
Superconductor Cooper pair Two electrons in a metal

Atomic condensate Alkali atom N protons, neutrons, and electrons,

where N is even
Neutron star Cooper pair Two neutrons

All of this intuition is turned on its head by a class of matter, well known in phys-
ics experiments, which has bosonic properties. This type of matter is typically called
“super”’-something: superfluids, superconductors, and even supergases. A general term for
this kind of behavior is Bose—FEinstein condensation, named after the two physicists who
laid the groundwork for the theory, Satyendra Bose and Albert Einstein. Bose—Einstein
condensates will be discussed in greater depth in Section 8.5.

These systems exist because of an additional property of quantum fields, namely that
you can make bosons out of fermions. As mentioned in Section 2.4, there is an associated
amount of spin for each particle; that is, each of the energy-amplitude resonances of the
fields also has a certain amount of angular momentum. Because bosons have integer spin
and fermions have half-integer spin, this means that two fermions can be added together
to make a boson; in fact, any even number of fermions bound together make a boson.
Table 2.3 lists examples of bosons made from fermions. It is a good trick to understand
how two electrons can bind together in a metal, to make a Cooper pair, because electrons
normally repel each other, but it can happen at low temperatures when the motion of the
atoms in the surrounding solid cancels out the repulsion.

When waves are made in these systems, they are not subject to the Pauli exclusion prin-
ciple, which means that waves in these systems can have large amplitude, and act just
like classical waves such as sound and light. This leads to all kinds of fascinating behav-
ior. For example, large currents of electrons in superconductors can interfere and cancel
out. This is the physical basis of a very sensitive magnetic sensor known as the SQUID
(superconducting quantum interference device). Figure 2.6 shows an example of interfer-
ence of superconducting matter. The same type of interference can be seen in currents of
whole atoms, in atom condensates, as seen in Figure 1.8(b). Currents in these systems also
flow without viscosity. One way to understand this is to recall the rule that transitions of
bosonic fields follow the (14 N) amplification effect. That means that transitions info wave
states with large amplitude state are enhanced by a large factor N (which could be billions,
for electrons in a solid) while transitions ouf of that state not enhanced. Since energy dissi-
pation corresponds to random transitions out of the large wave state, dissipation is strongly
suppressed.

Even in normal solids, the wave nature of system plays a major role. In crystals with
orderly rows of atoms, the electron states form Bloch waves. What this means physically is
that the electron waves reflect off of the rows of atoms in such a way that some wavelengths
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m Interference fringes seen in the response of a superconducting circuit in which the electromagnetic field mixes with
the wave function of the superconducting electrons. From Zhang 2018.

of the electron waves are canceled out by interference. This effect leads to forbidden ranges
of energy for the electrons, known as bandgaps, an effect that is extremely important for
all of semiconductor physics, and the basis of the entire high-tech digital industry. In this
case, the electrons still act as fermions, which means that the amplitude of the Bloch waves
is limited to the N = 1 state, but the resonances in the wavelength of the electrons are still
very important.

2.7 Dirac’s Beautiful Theory

All of the theory I have summarized in this chapter was already known in the 1930s, and
much of the credit for organizing it into our modern system can be given to Paul Dirac.
Dirac’s theories are beautiful and elegant both in their reasoning and in their final form,
and as important as those of Newton, Maxwell, and Einstein. As discussed in Section 13.2,
Dirac took a simple intuition, namely conservation of mass at all times, and developed
this into a theory of quantum mechanics that would be consistent with Einstein’s theory of
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relativity. Along the way, he derived the spin of the electron and predicted the existence of
antimatter. His work is the basis of all our modern quantum mechanical calculations.

Unfortunately, Dirac’s work came late in the story of quantum mechanics. Long before
Dirac completed his work, the major scientists and philosophers of the day had weighed in
on the meaning of quantum mechanics. Early experiments had shown that classical fields
could not explain the behavior of light and matter. The leaders of science in the day such
as Bohr and Einstein therefore jumped to the conclusion that particles are the truly funda-
mental entity, and the waves in the quantum theory were just theoretical constructs about
our knowledge of particle motion. This view of particles as fundamental was fairly well
locked in by the time Dirac completed his great work. Although his work was recognized
as brilliant, the earlier philosophy of particles was grafted onto it.

An example of this can be seen in one of the major evidences used to argue for the
existence of particles before Dirac, namely the Planck spectrum of light. Figure 2.7 shows
the measured intensity of different wavelengths of light from the sun, compared to the
Planck spectrum. This spectrum can be completely explained by Dirac’s field theory with-
out reference to particles, as shown in Section 10.1. However, long before Dirac, the same
result was derived from a statistical calculation based on the assumption that electromag-
netic energy must always have a definite number of particles. Although the two different

4 Dirac himself did not philosophize on the ontology of the quantum mechanics, as much as on the need for
aesthetic beauty in its mathematical structure (see, e.g., Kragh 1990).
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methods give the same final prediction, the derivation from Dirac’s formalism is more ele-
gant. For one thing, it gives both the fermion and the boson distributions directly from
the same math, while the statistical approach requires two different proofs with different
assumptions. The field theory approach also requires no invoking of random statistics at
all; it is entirely deterministic. But the earlier approach had already been widely accepted
before quantum theory in Dirac’s approach was developed.

2.8 Are Particles Real?
|

It is quite often the case in physics, and science in general, that, in the early days of exper-
iments, scientists cast about for simple mental models to describe their work, without
elaborate mathematical justification. Once a mental model gains predominance, it con-
tinues to have a life of its own even after a more exact theory is formulated. The idea
of chemical “bonds” is one such idea, which has persisted as a useful concept although
quantum field theory gives a more exact description. The notion of particles is another. In
many contexts, thinking in terms of particles makes it much easier to describe experiments.
However, when such a concept is pushed too far, unnecessary philosophical conundrums
can arise.

Two physical examples show how the particle picture can sometimes confuse things. The
first is the Unruh paradox. Suppose that we have a sealed box with perfect mirrors inside,
with electromagnetic energy inside that bounces off the mirrors and can never escape. We
now subject this box to acceleration near a massive object like a star. It can be shown
(Unruh 1974; Arageorgis 1995) that, if two different observers look at this box, from two
different vantage points and moving at different speeds and accelerations, they will give
different answers for the number of photons inside the box. This is known as the Unruh
paradox. How can this be, if photons are like little billiard balls that have a definite identity
and location? Do some of them become invisible to different observers? At what speed do
they disappear and reappear?

There is a simple resolution if we are not wedded to the idea of particles as indivisible
objects. As we have discussed, the photons in a system register the amount of energy in a
wave, that is, excitations of the field. The amount of energy in a box depends on the point
of view of the observer, according to Einstein’s theory of relativity.

Another physical system that casts doubt on the fundamental existence of particles is
the case of coherent states of bosons. States with a definite number of particles (called
Fock states, defined mathematically in Sections 12.1 and 13.1) are not the only possible
physical states allowed for bosons. One can write any number of other allowed physical
states as superpositions of Fock states. One such state, called a coherent state, which is
perfectly physically possible and is produced all the time in lasers and other systems, has a
definite amplitude and indefinite particle number. The math of coherent states is reviewed
in Section 12.5.

It would be incorrect to say that a coherent state is “really” in a state with a definite
number of particles, but we just don’t know how many. That would be to say that the
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state is not a superposition of different number states but instead is actually randomly
jumping from one state to another. There are ways to experimentally distinguish between
a system that is in a true superposition as opposed to one randomly jumping between
different states. In the case of coherent states of light, there are measurements that can
be done that make a definite measurement of the phase of the wave, that prohibit there
from being a definite number of particles; as shown in Section 12.5, if there were a definite
number of particles, we could not make a good phase measurement, due to the principle of
number-phase incompatibility.

There are other arguments as well (see, e.g., Davies 1984). One is that the mathematics
of treating “point” particles leads to all kinds of problems. There is no natural size scale for
fundamental quantum particles. Therefore, we must either dispense with the idea of treating
them like billiard balls, or we must take them to be single points in space. But for both
electrons and photons, treating them as point particles causes mathematical headaches. It
has been shown that photons cannot have propagating wave functions that are point-like;
at best they can have wave functions that decrease rapidly away from some center region
(Mandel 1995). This is one reason why some physicists favor string theory, which takes
line-like objects as fundamental instead of point-like objects. But regular quantum field
theory does not require particles to be point-like at all.

Finally, there is a utility argument that calls into question the centrality of the particle
picture. Many physical systems exist in which thinking in terms of particles is not only
unnecessary but actually makes it harder to understand the system: The author of one of
the most important textbooks on laser technology wrote:

We have hardly mentioned photons yet in this book. Many descriptions of laser action use
a photon picture. .. in which billiard-ball-like photons travel through the laser medium.
Each photon, if it strikes a lower-level atom, is absorbed and causes the atom to make a
“jump” upward. .. Although this picture is not exactly incorrect, we will avoid using it to
describe laser amplification and oscillation, in order to focus from the beginning on the
coherent nature of the stimulated emission process. The problem with the simple photon
description. .. is that it leaves out and even hides the important wave aspects of the laser
interaction process. (Siegman 1973)

Some might argue that these are just examples of “wave-particle duality,” that is, that
sometimes the wave picture is most convenient and sometimes the particle picture is. But
there is not a symmetry. In every case, the wave picture can be used, with the understand-
ing that the waves must be solutions of the quantum field equations, not classical wave
equations. On the other hand, in some cases, the particle picture gives complete nonsense,
as in the Unruh paradox. As mentioned at the beginning of this section, it is similar to
the case of chemical bonds. In every case, the full quantum mechanical solution can be
used to explain the bonding of atoms in molecules. In some cases, this behavior can be
conveniently described in terms of “bonds,” a concept that originated long before quantum
mechanics. But in some cases, the notion of bonds can break down (see, e.g., Ochiai 2015).
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So far, I have presented quantum mechanics in terms of quantum field theory, which is
universally accepted as the most correct fundamental theory. In that theory, particles occur
as resonances of the field. From what we have seen, particles seem a bit ephemeral, since
they are resonances of a field, having the same relation to the underlying fields that the
ringing of a bell has to the bell itself.

But many experiments do seem to point us to the picture of particles as lumps. A Geiger
counter gives clicks. A photographic emulsion exposed to weak light shows little spots.
Probably the most dramatic experiment that shows particle behavior is the cloud chamber.
In this experiment (or the modern high-tech equivalent), we see tracks that go in straight
lines, as seen in Figure 3.1. It is quite natural to interpret these observations as detecting
particles. How do we understand this type of experiment if, as we have seen in earlier
chapters, particles are just certain states of waves in fields?

3.1 Atoms and Natural Length Scales

35

A clue that something more is going on arises if we ask why no one has ever seen a click
for a radio wave particle or a human voice particle. According to quantum field theory, all
electromagnetic waves, including radio waves, have the same quantization into photons,
and all sound waves have a similar quantization into phonons. Why don’t we get clicks for
radio photons or voice phonons? The reason is that all of the waves that give clicks, spots,
tracks, and so on are high-frequency waves. High frequency in this context means that their
frequency is comparable to the electronic resonance frequencies of an atom. Atoms have a
natural length scale that defines the effective size of the “lumps” that we can see when we
do a particle measurement. The lumpiness that we see in clicks and tracks is a result of the
lumpiness of atoms.

Every particle detector that involves saying that a particle is “here” and not “there” must
define a local region in space where “here” is. In almost all particle detectors, the location
of “here” is defined by the location of one or more specific atoms. The size of the atom is
the natural length scale for determining locations.

What we mean by a natural length scale is a length that comes about due to intrinsic
properties of the underlying quantum theory. There is no such intrinsic, natural length scale
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Tracks in a cloud chamber. The spiral curves are caused by the presence of magnetic field, which produces a force on
charged particles. (CERN Photolab, “The decay of a lambda particle in the 32 cm hydrogen bubble chamber,” (1960).)

for photons or electrons in vacuum. On the other hand, because there is a natural length
scale for atoms, we are justified in treating atoms as little lumps like billiard balls.

Recall from Chapter 2 that the resonances of quantum field theory give quantized ener-
gies, which we interpret as particles. For the standard fermion fields of electrons and
protons, these quantized energies correspond to quantized masses and quantized charges.
As with energy, if we measure mass or charge, we will always get an integer number times
a constant value, which is taken as the single-particle value.! Both the proton and the elec-
tron fields have the same charge® but with opposite signs; we write the proton charge as
+e and the electron charge as —e.

The natural size scale for atoms can be seen simply as the length scale at which two
different energies are comparable: the energy of the force due to the attraction of oppo-
site charges, and the energy of motion that comes about due to oscillation of the field.
Section 9.5 gives the math for this. When we put the values of the universal constants of
nature, namely the mass of an electron and proton in vacuum, the electron charge, and

To be technical, these are the vacuum masses — the mass of electrons and other particles can be different if the
resonances of the field are shifted by interactions among different media, a process known as renormalization
in quantum field theory. The mass of an electron in a solid can differ from its vacuum mass by an order of
magnitude or more. Also, the charge of an electron can be renormalized to fractional values of e; the discoverers
of this effect, known as the fractional quantum Hall effect, were given the Nobel Prize in 1996. In each case,
all the identical particles are renormalized in the same way.

The fact that electrons and protons appear to have exactly equal and opposite charge is actually quite surprising,
since they come from two completely different matter fields. This is actually a deep issue in physics. It is quite
good for us, however, that this is true, since even a small imbalance of the charges would lead to a huge buildup
of static electric charge everywhere.
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m An electron tunneling microscope image of atoms on the surface of silicon. (Unisoku Co.)

Planck’s constant, into those calculations, we find that the natural size of an atom is around
one angstrom, equal to 10710 m, that is, one-tenth of one-billionth of a meter. Some atoms
may be a little larger, but we will not find atoms that are far different from this in size, for
example, millimeters instead of billionths of meters. In recent years, this size of atoms has
been verified by very high-resolution microscopes. Figure 3.2 shows a very high-resolution
microscope picture of rows of atoms on the surface of a metal.

Note that this natural length scale comes fundamentally from the mass and charge quan-
tization, which in turn come from the resonances of underlying quantum field theory. Given
those numbers, one can derive a natural length scale based on the balance of energies in
the wave. We do not need to invoke a billiard-ball picture of the underlying electrons and
protons. All we need is the equations for the energies of waves.

Because there is no such natural length scale for electrons or photons by themselves in
a vacuum, or for phonons of sound waves, there is no reason to expect that there will be
lumps in systems of pure photons, phonons, or electrons.® In general, to have localized
lumps in any system, there must be some natural length scale that gives the size of those
lumps.

3.2 Electron Jumps
e ———————————

Let us now build a particle detector from the atoms up. Given the existence of atoms with
a definite size, we consider now what will happen if a light wave shines on an atom.

31t may surprise some readers to learn that the mathematics of wave pulses, also called “wave packets,” has
absolutely nothing to do with the existence of photons or particles. Pulses can be generated for any wave,
including classical waves, and the quantum wave equations do not change this. As discussed in Section 2.4, the
particle nature of any wave comes into play in its amplitude — the duration of a wave pulse depends on how
long the source took to emit it and can, in general, have any value.
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Many people who have read popular accounts of quantum mechanics (e.g., Ferris 1988)
will have heard strange things about this process, such as “instantaneous” jumps, and par-
ticles that go from one place to another without having traversed the intervening space. As
we have seen, even talking about particles as objects is problematic. Saying they jump from
place to place instantaneously is even more problematic, and wholly unnecessary. Just as
we have seen with other effects, the effect of electrons jumping to new states can be under-
stood entirely within the context of wave theory. In particular, the jumps of electron states
when absorbing or emitting photons are direct consequences of resonances of waves.

The atom not only has a natural size, it also has natural resonance frequencies. As dis-
cussed in Section 2.2, confining a wave to a confined region always produces an associated
set of frequency resonances, even in classical wave theory (which we called “first quanti-
zation”). This is the effect that we saw leads to musical instruments playing distinct notes.
This also occurs for the electron wave around an atom.

For the natural length scale of an angstrom, the natural energy unit for an atom is around
an electron-volt, which corresponds to an electromagnetic wave frequency around 103
Hz, that is, 1,000 trillion oscillations per second (see Section 9.5 for the derivation of this
natural energy scale). The resonances, or states, of an electron wave around an atom will
have frequencies comparable to this.

Suppose that the electron wave for a single atom is in its lowest-frequency resonant state,
and a light wave impinges on the atom. If the frequency of the light equals the difference
between the lowest electron resonance and the next-highest electron resonance, the atom
will start to transition to the higher resonance, because the light wave corresponds to an
oscillating electric field, which exerts a force on the electron wave.

The natural timescale for the transition to a higher electronic resonance has been worked
out in quantum optics* and is presented mathematically in Section 14.3. It shows that elec-
tronic transitions are not instantaneous. The electron wave oscillates up and down between
the two states. We all have experience with this type of oscillation. If you sit on a child’s
swing, it will oscillate back and forth in response to you moving your feet back and forth.
Your feet in this case play the same role as the oscillating electric field pushing on the
electrons.

Where do “jumps” come from, then? This takes us to a crucial topic of modern physics
known as decoherence, or dephasing. Perhaps surprisingly to some, the modern theory of
these processes shows that electron jumps are not instantaneous, although they can occur
very rapidly.

Let’s start from first principles and consider the interaction of the atom with the rest
of the world. An atom can give up small amounts of energy to any number of random
processes, such as collisions with other atoms or radiation of light out into space. We can
call all these processes dissipative processes. If the dissipative processes are strong enough,
then the oscillations of the state of the atom will eventually reach a steady state with no
oscillation.

4 The theory of quantum optics, worked out in the 1960s and 1970s, was recognized in the recent Nobel Prize
given to American scientist Roy Glauber. If this theory had been worked out in the 1920s, the philosophy of
quantum mechanics might have turned out differently. For general textbooks on this theory, see, e.g., Louisell
1973 and Mandel and Wolfe 1995.
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Electronic state of an atom under illumination by a light wave, as a function of time after the light is turned on, for
two cases. (a) No decoherence. (b) Decoherence time approximately equal to the oscillation time. The value —1
corresponds to the atom in its lowest state, and + 1 corresponds to the atom in a higher-energy resonant state.
Numbers in between correspond to a superposition of both electronic states.

Figures 3.3 and 3.4 show the behavior of the atom in time, for four different cases of
increasing dissipation; these plots were found by solving the relevant equations (worked
out in Section 14.3). The way to think about these graphs is that the vertical height of the
black line shows the fraction of the electron wave in two different states of an atom — the
value of —1 means the electron wave is entirely in the bottom state, while the value of +1
means the electron wave is entirely in the upper state. A value in between these two means
that the electron wave is partly in both states.

As the dissipation is increased, we see that the oscillation of the electron wave is damped
out more and more. In Figure 3.4, we see that when the damping is strong, there is a switch-
on behavior that has a fixed timescale, no matter how weak the light is. We can call this the
decoherence time.

If we keep the dissipation the same, and keep reducing the intensity of the light, we
will see that the atom undergoes the same switch-on behavior at all lower light intensities.
The characteristic switch-on time remains the same, comparable to the decoherence time.>

5 The crossover from oscillation to switch-on behavior occurs when the characteristic time for decoherence,
that is, for random interactions with the environment, is roughly equal to the period of the Rabi oscillations,
which have frequency proportional to the intensity of light (see Section 14.3). We could also show the same
effect by considering incoherence in the input light instead of in the energy loss of the atom. Suppose multiple
light waves, with the same wavelength but coming from different directions, hit the atom. The same switch-on
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Electronic state of an atom as a function of time when the decoherence time is much shorter. (a) Decoherence time
equal to about one-tenth of the oscillation period. (b) The same decoherence time, but ten times weaker illumination
amplitude.

In typical atoms and solids, this characteristic time is extremely short: picoseconds to
nanoseconds (i.e., trillionths to billionths of seconds). In the 1920s, this kind of time inter-
val was unmeasurably short. But it is not instantaneous! There is also no discontinuous
motion. The wave function gradually changes throughout the whole transition.

Modern experiments with “ultrafast” lasers (with light pulses as short as femtoseconds,
that is, thousandths of trillionths of seconds) clearly show this type of behavior. Figure 3.5
shows an example of a coherent control experiment, in which one laser pulse put atoms into
a higher-energy electronic state, and a second laser pulse was used to “reset” the electrons
back into their ground state. If we insisted that a photon is always definitely absorbed or
not, the second laser would just have added another set of photons to be absorbed, and
there would just be twice as many atoms in the excited state. But in the experiment shown
here, the second laser pulse created darkness, as it canceled out the coherent motion of the
electrons excited by the first laser pulse.

behavior will be seen, with the characteristic time being the correlation time of the input light; the correlation
time is a measure of the amount of time that the light stays at the same frequency without random phase shifts.
The mathematics of this is worked out in Section 14.4 for an atom absorbing a single photon; again, a natural
timescale is found, not an instantaneous jump.
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Coherent control of the optical properties of GaAs. Curve 1is the signal in response to the first laser input alone, and
Curve 2 is the response from the second laser input alone. When both inputs occur, the result can either be
enhancement (top curve) or destruction (bottom curve) of the excitation, depending on the exact time delay between
the two input pulses. The time units are picoseconds (ps), that is, trillionths of seconds. From Heberle 1996.
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Constructive or destructive interference of the response of an oscillator to two pulses depending on the time delay
between them. (a) Delay is ten times the period of the oscillation. (b) Delay is one half period longer.

The reason why this happened is that the electron wave created by the first pulse was
still oscillating when the second pulse arrived. The effect of the second laser depended on
how long this oscillation was allowed to continue between the first and second pulses. If
the second pulse came after an integer number of oscillations, then the amplitude of the
oscillation was kicked up to twice as high. If the second pulse came a half-integer number
of oscillations later, then the second pulse canceled out the effect of the first pulse, due to
interference (discussed in Section 1.2). This cancelation is something you can experience
when you push a child on a swing. Depending on when you give a push, you can either add
to the speed of the swing, or you can slow it down or stop it altogether. The oscillation of
the electron wave works the same way, with the laser pulse applying the “push.” Figure 3.6
shows a calculation of the wave state of the electrons in the two cases corresponding to
Figure 3.5.
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This type of experiment definitively shows that optical transitions are not instantaneous.

The intensities of the lasers for these experiments were very high, and their duration was
very short, and therefore the oscillations of the electronic states in the atom occurred on
timescales short compared to the decoherence time of the atoms. The historical experience
of photon absorption seeming to be instantaneous was largely based on the fact that this
type of experiment could not be done then; light sources had much lower intensity and
much longer durations.

The vertical scale in Figures 3.3 and 3.4 goes continuously from the lower electronic
resonant state of the atom to the higher one. Just because the atom has two distinct electron
wave resonances, there is no rule that it can only be in one of these two resonant states. As
discussed in Section 1.3, waves in general can add up, so that the total state of a system can
be a superposition of two wave resonances. That is the case here. The incoming light wave
sends the atom into a superposition of its lowest state and a higher resonant state. This is
just the same as a tuning fork or a guitar string vibrating with two different frequencies at
the same time, that is, overtones, which we discussed in Section 1.3.

Early on in the history of quantum mechanics, scientists were enamored with these
jumps of the electronic states. They appeared to be instantaneous, and things that hap-
pen instantaneously seem spooky to us, even magical. Modern quantum optics shows them
to be just another wave effect of fields.

3.3 The Photoelectric Effect

The discussion in Section 3.2 also explains another famous experiment, known as the pho-
toelectric effect, which was used early on and is still used in some discussions of quantum
mechanics, to argue for indivisible particles. The effect is the following: if you shine a
light on a metal, it can cause an electric current to flow. The electric current flows only
if the light wave’s wavelength is shorter than a certain value (i.e., frequency higher than
a certain value), and the electric current starts right at the moment when you turn on the
light.

In the thinking at the turn of the twentieth century, electrons in a metal were considered
to be particles like little billiard balls orbiting single atoms. Therefore, the fact that the
current started flowing right away when the light shined on the atoms bothered scientists
quite a bit. They reasoned that, if light is a wave and is spread out, then the amount of light
energy hitting any one single atom must be very small. Knowing the amount of energy
per area in the light they were shining, and the approximate size of an atom, they could
calculate that the amount of time needed for a single electron to gain enough energy to
leave an atom could be seconds to minutes. But the experiments showed that the electric
current started flowing almost instantaneously. Therefore, scientists reasoned that the only

6 TItis possible, of course, to assert that what “really” happens is that the wave function evolves continuously, but
the particle makes an instantaneous jump at some point in time, with probability given by the wave function.
But this amounts to a bare assertion from outside considerations; nothing in the field theory or the experiments
requires or even indicates this.
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way this could happen would be if light always came in discrete lumps (photons), and the
electrons absorbed these photons one at a time, instantly jumping off the atoms holding
them.

As discussed in Section 3.2, the switch-on time for a resonant system in the limit of
low light input is a constant that is independent of the light intensity; it comes from the
decoherence time of the system. What the early scientists missed was that, in a metal, there
are resonant states of the electrons that extend across the entire metal; many of the electrons
are not localized to single atoms. Therefore, for the case of a metal, the two levels labeled
—1 and +1 in Figures 3.3 and 3.4 should be taken as extended states over the whole metal.
Just as shown in Figure 3.4, there will be a quick switch-on of the current in the metal
with a time interval that is independent of the intensity of the light. The equations used
to give Figures 3.3 and 3.4 give all the main effects seen in the photoelectric effect: the
fraction of the electrons in the upper state (which gives the current) is proportional to the
light intensity; the switch-on time is very short, and independent of the light intensity, and
the transition to the upper state will only occur if the frequency of the light matches a
resonance of the electronic system. For metals, there is a continuum of resonances for all
frequencies higher than a certain value, known as the bandgap.

In the modern understanding, the photoelectric effect is therefore actually a very good
demonstration of the wave nature of electrons, namely the extended wave states known as
Bloch states (discussed in Section 2.6), and not the particle nature of light!

Oddly, then, the two main experiments in history that convinced people of the particle
nature of light, namely the Planck radiation spectrum, discussed in Section 2.7, and the
photoelectric effect, discussed here, actually prove no such thing, in the modern under-
standing. Both results are well understood to follow from the wave nature of quantum field
theory. There may be other experiments that convince people of the billiard-ball picture of
particles, but these experiments cannot be legitimately invoked for that purpose.

3.4 Avalanche Detectors, Measurement, and Randomness
I —

We are still working toward understanding particle detectors from the bottom up. We have
seen that atoms are localized lumps that have a specific size, with a natural length scale
given by the fundamental constants of mass and charge. When a light wave interacts with
the atom, it can cause it to jump very quickly into a higher energy state.

In the photoelectric effect, a current is generated when light hits a metal. The current
comes from the whole metal and doesn’t give us any information about jumps of sin-
gle atoms. We can get information from single atoms, however, by a different method.
Figure 3.7 illustrates this approach, known as an avalanche mechanism.

Let us assume that an upper electronic state of the atom is coupled to other electronic
states outside the atom. In this case, when the atom is excited by a light wave, so that it is
at least partly in the upper electronic resonance state, then electronic charge can leak out
of the atom into these other states. This doesn’t have to happen all at once: the amplitude
of the electron wave on the atom can decrease continuously over time.
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llustration of an avalanche method of photon detection. Electronic charge is kicked out of the potential-energy
confinement of one atom, and accelerated under an electric field until it has enough energy to kick a charge out of
another atom. At that point, there are two free electron charges, which are then accelerated to hit two more atoms,
and so on. Since the free charge doubles after each step, after many repeats of this process, there can be millions of
free electron charges, that is, a macroscopic current.

Now suppose that a strong electric field is applied so that any electronic charge that
escapes is accelerated, picking up speed. Once the electronic charge has gained a lot of
speed, it has enough energy to directly excite electronic charge out of low-energy reso-
nances in other atoms in its path, thereby freeing the electronic charge from those atoms to
also be accelerated. When this happens, there will be an ever-increasing cascade of elec-
tronic charge, like an avalanche of snow on a hillside. Ultimately, even though only one
atom was excited at first, an electric current can be generated, which is large enough to be
measured by standard electronic devices.

This method, with different variations, is the basis of all kinds of particle detectors, such
as Geiger counters, photomultiplier tubes, digital cameras, cloud chambers, and camera
film (in the case of photographic film, an electron that leaves an atom causes a chemical
chain reaction in a grain of an emulsion, and the chemical reaction changes the color of
that grain). Avalanche detectors therefore couple the microscopic world (at the level of
single atoms) to the macroscopic world. “Macroscopic” means large enough for us to see.
The output of every detector (which could also be the retina of our eyes, for example) is a
macroscopic motion of millions of particles, whether in the needle of a meter, the light of
an LED display, many water molecules in a cloud chamber, or some other sizable thing.

As shown in Figure 3.4, the state of a single atom during illumination by a light wave
reaches a steady state which is a superposition of being partly in the lowest resonant state
and partly in the upper state. In the case of the photoelectric effect, this leads to a steady
current. In avalanche detectors, there is an intrinsic timescale for the signal to shut off. The
reason is that, at some point, the atoms in the detector will be depleted of charge. They will
not be able to supply any more charge until a source from somewhere else resupplies them.
This gives the familiar effect of a “click,” that is, a pulse of current.
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This brings us to the discussion of randomness in quantum mechanics. In any given
detector, there are many atoms all with slightly different positions and local environments,
and any one of them is subject to a hair trigger that will cause an avalanche. It is therefore
not hard to imagine that the randomness seen in the timing of the clicks and counts of
detectors could arise from random fluctuations and variations in the detectors themselves.
The same effect that gave the photoelectric effect will also ensure that the average rate of
clicks in this case will be proportional to the light intensity.

Empirically, scientists in the early twentieth century adopted the Born rule (named after
German physicist Max Born), which says that the probability of getting a click from a
detector at location x at any time ¢ is proportional to the intensity of the wave hitting the
detector at that time and place. This rule is not part of the fundamental quantum field theory
but has been verified in numerous experiments. In fact, it has been made a rule almost by
definition: if any detector does not show this behavior (and plenty do not), it is taken as a
flaw of the detector, due to some secondary effect.

The Born rule is consistent with the behavior of the photoelectric effect, discussed in
Section 3.2, in that, if the number of counts is very high, the rate of these counts would be
the same as a current proportional to the intensity of the light falling on the detector. At
very low intensities, however, the clicks and counts from a detector occur very far apart in
time, and then one can only talk of the probability of getting a click or not.

Many philosophers have run very far down the road with the effect of randomness seen
in particle detectors. It is sometimes stated that quantum randomness is utterly different
from all other types of randomness, and is utterly without cause. Apart from the logical
difficulties of such a thing as a temporal event with no cause, such a statement is unwar-
ranted by either the theory or experiments of quantum mechanics. It is more accurate to
say that nothing in the quantum field equations that govern the detector behavior gives us
any way to predict the precise timing and location of clicks and counts. The Born rule is an
extra, empirical rule, which connects between a prediction of the theory (the amplitude of a
wave) and an experimental measurement (clicks at random times). As far as anyone knows,
the randomness could arise from random properties of the detectors. But the correlations
of random events at different detectors, as we will see in Chapter 4, are often nof random.

3.5 The Uncertainty Principle
|

Closely related to the Born rule is the notion of uncertainty in quantum mechanics. Once
again, the basic effect is actually a fairly simple consequence of the properties of waves.
When the result is connected to the randomness of detection via the Born rule, however, it
has some strange implications.

Figure 3.8 illustrates a water wave passing through a hole in a barrier. On the output side
of the hole, the water wave spreads out. Therefore, although the wave crests are all going
in one direction on the input side of the barrier, on the other side, the wave crests are going
out in many directions. This is a simple example of diffraction, which is a general wave
effect. The smaller the hole, the more spread out the waves will be on the other side.
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AL A wave passing through a hole in a barrier.

In the language of uncertainty, we can describe this by saying that the hole in the barrier
gives us a definite location x of the source of the wave energy on the output side. The
direction of motion of the wave coming from this source is spread out. A small hole gives
a large spread in wave directions, and a large hole would give a small spread in directions.
This can be stated as a tradeoff in uncertainties: the more certain we are of the location of
the source, the less certain we are of it having an exact direction of motion, and vice versa.

This is normal behavior for waves, and is expressed mathematically in the formalism of
Fourier transforms, discussed in Section 11.5. If we apply the Born rule, treating the wave
intensities as giving us the probability of finding particles, the uncertainty principle has
odd implications, however.

Suppose we detect a water-wave phonon (the proper quantum particle for sound waves)
on the output side of the barrier. Since it came from the hole, we know its starting position
quite accurately. But if we measure the direction of motion of all the phonons coming from
the hole, we would find nearly equal probability for going in any of the wave directions.
The converse is also true. On the input side of the barrier in Figure 3.8, the direction of the
phonons is very accurately known — they are all going straight toward the wall. But where
did they start from? We have little knowledge of that, because the wave is spread out in
space.

There is therefore a tradeoff, or an incompatibility, in knowing both the starting position
and the direction of motion of a water-wave phonon. This is exactly the same incompati-
bility found in trying to measure the position and velocity of electrons in an electron wave.
If we think of electrons as billiard balls, that seems strange: we can know both the posi-
tion and direction of motion of a baseball at the same time, with high accuracy — so why
not electrons? The answer is not that electrons are very small. The answer is that the wave-
length of the electron field can be made long enough, in some cases, for the wave properties
to become important.

Not only position and velocity, but many other wave properties also have a similar trade-
off relationship. For example, measurements of different directions of spin also often have
tradeoffs. Also, as shown in Section 12.5.2, a measurement of the number of particles in
a wave (i.e., an accurate measurement of its intensity) and a measurement of the exact
location of a wave crest of that wave (i.e., an accurate measurement of its phase) are also
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incompatible. Therefore, if we measure the phase of a wave accurately, we cannot insist
that there is a definite number of particles in it.
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As discussed in previous chapters, many of the things presented as mysterious in quantum
mechanics are really not very mysterious at all. But there is something deeply mysterious
in quantum mechanics. This is the effect of nonlocal correlations.

4.1 Correlation Experiments

48

Figure 4.1 shows a basic experiment that measures nonlocal correlations The first part is a
source that can produce wave pulses that have just one photon at a time. It is not too crucial
that this be exact. The source could also produce coherent wave pulses with an amplitude
equal to an average of one particle per pulse, and the same experiment could be done, with
only small changes to the results.

The second stage of the experiment is a beamsplitter (which can be as simple as a pane
of glass) that splits the wave pulses emitted from the source into two parts, without intro-
ducing any significant dissipation or randomness. As discussed in Section 1.3, this effect of
partial transmission is a standard property of waves. Finally, there are two photon detectors
of the avalanche type discussed in Chapter 3. Each of these can give a click when a wave
pulse hits it.

Suppose now that we do a correlation measurement, also called a coincidence measure-
ment: we record the time that each detector clicks, and compare the times. Every time the
source sends out its pulse, we record whether one or both of the detectors clicks. Most of
the time, when we do this, neither of the detectors clicks. But if we measure clicks for a lot
of repeated trials, we find a general rule: either one of the detectors clicks, or the other one
does, but the two detectors never click at the same time. Figure 4.2 shows typical data for
this kind of experiment. This type of measurement has actually only been possible in the
past few decades, because making a source that emits only one photon on demand is not
simple.

How should we understand this result? One might imagine a simple interpretation in the
billiard-ball picture: a single photon is emitted, and when it hits the beamsplitter, it goes
either one way or the other, and so it either hits one detector or the other, never both, even
if we do the experiment exactly the same way every time.

One problem with this simple interpretation is that it does not tell us why the particle
went one way and not the other. Why is there a kick to one side for some photons, and a
kick to the other side for other photons? We know the properties of the beamsplitter very
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m Correlation of photon detection at two different detectors when a series of single photons are sent into a
beamsplitter. The lack of a peak at time #; = ¢, indicates that the two detectors never click at the same time, which
would correspond to one photon converting into two photons, violating energy conservation. From Santori 2002.

well, and we know that it does not have any properties that kick photons to one side or the
other randomly. From basic optics theory, we know to a very high degree of certainty that
the beamsplitter simply splits the wave pulse into two, and each of these copies continues
on its way.

I have argued in the previous chapters that we don’t need to think of particles like lit-
tle billiard balls. Let’s stick with interpreting this experiment in terms of waves, then.
In this case, the two wave pulses leaving the beamsplitter continue on their way to their
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destinations. One of them hits a detector, and that detector registers a click with some
probability, which could depend on some internal randomness in the detector, which is
commonly known to occur.! If one of the detectors clicks apparently randomly, the corre-
lation measurement we’ve been discussing implies that the behavior of the other detector
is not random. If the first detector has clicked, the second detector will definitely noft click.

How does one detector know not to click if the other one has? One might imagine some
signal that went out from the first detector to the second, to cause it to not click, although
this would be an odd hypothesis — why should one detector communicate to another detec-
tor this way? But even supposing it were possible, we can put the detectors so far apart
that no signal could have gotten from one to the other, even traveling at the speed of light,
before the measurements of both detectors were recorded.?

One thing to notice about these correlations is that, however they may come about, they
are related to energy conservation. If both detectors clicked, that would correspond to the
energy of two photons being absorbed. But only one photon was emitted, which means that,
if both detectors clicked, the total energy of the system would be increased by an additional
photon’s energy. The whole system seems to conspire across long distances to prevent that
from happening, to keep the total amount of energy unchanged.

In the case of a particle track in a cloud chamber (see Figure 3.1), there is a similar effect.
A wave coming into a cloud chamber hits many of the atoms in the chamber, and when one
atom is ionized, it causes an avalanche to produce a macroscopic condensed water vapor.
Once this has happened, the behavior of the other atoms in the chamber is not random.
Only atoms in a straight line behind the first atom will be ionized, as the incoming particle
gives up small fractions of its energy to each, while atoms at other locations in the chamber
remain unaffected.

In each case, instantaneous communication seems to have happened across a long dis-
tance. In the case of the beamsplitter experiment with two detectors, communication seems
to happen between the detectors faster than the speed of light. In the case of the cloud cham-
ber, the atoms in a track seem to conspire to suppress a track from appearing anywhere else
in the chamber, even though the incoming wave presumably hits all the atoms on one side
of the chamber equally.

This type of behavior is known as nonlocal correlation. The word “nonlocal’ here means
that something seems to have affected something else in less time than it would take any
signal to get there, even traveling as fast as possible, at the speed of light. In Einstein’s
theory of relativity, all causes are “local;” things only affect other things nearby, within the
range that can be reached by a signal traveling at the speed of light (or slower).

Notice, however, that in the experiment described here only correlations are nonlocal.
We can’t use this scheme of two detectors to send a message to someone else faster than
the speed of light, because we have to passively wait for a random detection of a photon at

1 All detectors have noise, which is generated by thermal fluctuations, among other things. By contrast, optics
theory tells us that the beamsplitters do not introduce randomness; they split the wave coherently.

2 This is not merely a thought experiment. The speed of light is about 30 centimeters per nanosecond; the
detectors can be placed a few meters apart, and modern laboratories can use electronic clocks that measure
the arrival time of the photons with accuracy of a nanosecond or less (e.g., as seen in Figure 4.2). Therefore,
the measurements can be done and recorded in less time than it takes light to go from one detector to the other.
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one detector. This is a general result for all types of correlation experiments: nothing in the
quantum correlations violates the theory of relativity as it relates to direct causation. But
it violates physicists’ intuitions that they adopt when they learn the theory of relativity. As
is well known, Einstein called these nonlocal correlations “spooky actions at a distance’
and was very unhappy with them.

4.2 Why Physicists Want to Preserve Relativity

Many people who have heard of Einstein’s theory of relativity wonder why physics seems
to make an arbitrary boundary, saying that nothing can go faster than the speed of light.
Why should the speed of light be chosen, of all things, to make this cosmic speed
limit?

One reason physicists believe Einstein’s theory of relativity is that it has been experimen-
tally verified. But perhaps more importantly, the theory of relativity is a beautiful theory,
which physicists call “elegant,” like Dirac’s theory of quantum mechanics, as discussed in
Section 2.7. The theory of relativity combines many phenomena, including light, magnetic
field, the laws of motion, momentum, and energy, into one set of simple equations. Dirac’s
theory is built on Einstein’s, and eventually laid the foundation for all nuclear and parti-
cle physics. Einstein’s extension of his theory to include gravity, called “general relativity,”
also made great strides in unifying different effects, and underlies all of our modern astron-
omy (and plays an important role in the accuracy of the global positioning system (GPS)
used in all of our cell phones).

As we discussed in Section 1.4, the speed of light is actually a secondary consideration
in the foundations of relativity, although many textbooks talk about it first. At a deep level,
the main assumption of relativity is locality; the assumption that something that happens
here, locally, cannot affect something somewhere else until there has been time for a sig-
nal to travel from here to there, and it cannot be affected by something somewhere else
until a signal from there has had time to travel here. Once we establish this principle, the
actual speed that it takes for causation to go from one place to another is just a matter of
experimental measurement.

We can see why this is appealing through the simple thought experiment mentioned in
Section 1.4. Imagine that you are in an isolated vacuum in outer space, on a rocket ship,
going at a constant speed. You have a flashlight, and you shine it out the window. No matter
which direction you point it, you see the flashlight act the same way.

The fact that your flashlight acts the same way no matter which way you point it indicates
that the laws of physics you experience only depend on what you do locally. When you are
going at a constant speed, you cannot tell if you are moving unless you look at some distant
stars to see how you are moving relative to them (thus the name, “relativity”). This is the

3 E.g., as quoted in Born 1971, Einstein said, “I cannot seriously believe in it because the theory cannot be
reconciled with the idea that physics should represent a reality in time and space, free from spooky action at a
distance.”
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same effect you notice on an airplane — if the airplane is moving at constant speed, you
cannot tell if you are moving unless you look out the window at the distant ground.

If the light acted differently when you pointed it forward, in the direction of your motion
relative to the distant stars, then we would say that the laws of physics for you were non-
local — in this case, affected by those distant stars. You might not have a problem with the
stars affecting your flashlight, but if we moved the stars very far away, infinitely far away to
all intents and purposes, then it seems wrong that they should affect the behavior of your
flashlight here.

4.3 One Explanation That Won’t Work: The Local Hidden-Variables
Hypothesis

In Section 4.1, we discussed an experiment in which a photon wave pulse is split into two
at a beamsplitter, and then when those two parts of the wave hit detectors, there seems to be
faster-than-light communication that ensures that only one detector will register a photon
count and not both.

As mentioned in Section 4.1, one way to explain this that immediately comes to mind
is to say that, at the beamsplitter, a photon definitely went one way or the other. In that
case, the split of the wave into two outgoing pulses is just a useful fiction; the photon
was really going one direction and not the other the whole time, long before the detectors
got involved. In that case, there would be nothing actually going faster than the speed of
light: both observers just acquired knowledge of what had already happened back when the
photon hit the beamsplitter.

Surprisingly, this is one explanation that we can definitely rule out! This is known as
a local hidden-variables theory. This approach was favored by Albert Einstein. Although
in Section 4.1 we said that there is nothing we know of about the beamsplitter that would
cause a photon (or wave pulse) to randomly go in one direction and not another, one could
argue that we don’t know everything, and maybe there is some underlying factor we don’t
know about, a “hidden variable,” which causes different photons hitting the beamsplitter to
act differently.

There is a long history over the past 60 years of ingenious experiments and calculations
to prove that this cannot be the case. These are mostly based on a proposal by Einstein
himself, along with two coworkers, called the Einstein—Podolsky—Rosen (EPR) experiment
(Einstein 1935). Figure 4.3 shows one version of this.*

In this experiment, instead of the single-photon emitter discussed in Section 4.1, we use
a two-photon emitter, which always emits two photons at the same time. This type of source
is well understood and can be made routinely in laboratories.

4 Variations of the quantum photon counting experiments discussed in this section were the subject of the 2022
Nobel Prize in Physics for Alain Aspect, John Clauser, and Anton Zeilinger; see www.nobelprize.org/prizes/
physics/2022/.
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Photon detector 0 Two-photon source P Photon detector
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Layout of an EPR-type experiment, in which pairs of photons are sent in opposite directions by a two-photon source.

The experiment relies on two properties of the emitted photons. The first is that they are
both polarized in the same way. Polarization is a basic property of light waves. As illus-
trated in Figure 4.4, the electric field in a light wave points sideways relative to the direction
of motion of the wave. The electric field direction is called the polarization direction of the
wave; it can point horizontally, vertically, or at any angle in between.

The second property of the photon pair in this experiment is that it is in a superposition
of all possible polarization states; that is, all possible angles relative to horizontal and
vertical. (See Section 16.1.1 for the mathematical representation of the EPR states, and
the polarization rules used here.) There is no preferred polarization direction from the
source.

The photons in a pair are sent in opposite directions to two detectors. In front of each
of the detectors, we place a polarizer, which has the property that, if the polarization of
the light wave is along the polarizer direction, the light will be transmitted through, while
if the light is polarized perpendicular to the polarizer direction, it will be absorbed. If it is
polarized in some direction in between these two directions, it will be partially transmitted;
for example, if the light is polarized 45° relative to the polarizer direction, it will be 50%
absorbed.

Two directions of polarization for a light wave. The arrows represent the direction and strength of the electric field at
one instant in time. (a) Horizontal polarization. (b) Vertical polarization.
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Consider now several possible measurements. If we look at just one side of the apparatus,
we will see the photon creating a click at the detector 50% of the time, no matter what
the direction of the polarizer is, because the wave is in a superposition of all possible
polarizations, which means the polarizer always eliminates 50% of the light intensity.

Now suppose that we have definitely recorded a click at one of the detectors. What is
the probability of getting a click at the other detector, responding to the other photon from
the same pair? (This is another example of correlation experiment.) Since the first photon
passed through the polarizer, when it was detected, it must have been polarized in the
direction passed by that polarizer. But since the two photons are correlated to always have
the same polarization, that means that we can predict the probability of the other photon
passing through its polarizer with high accuracy. In particular, if the first photon went
through a polarizer that passed vertical polarization, then if the second polarizer is also set
to pass vertical polarization, the second photon will be detected with 100% probability. If
the second polarizer is set to only pass horizontal polarization, then the second photon will
never be detected, since a vertically polarized photon hitting a horizontal-passing polarizer
is always eliminated.

This is the measured result of experiments — if the two polarizers are “crossed,” that is,
with their directions at an angle of 90° to each other, then there is never a click at both
detectors for the same pair.

Now consider some more thought experiments in which we guess what is going on. First,
suppose that the source “really” emits pairs of photons that are definitely some polarization
or the other from the very start, and this polarization angle fluctuates randomly. In this
case, it is easy to see that sometimes there will be clicks at both detectors. Sometimes the
photons will both be in a polarization state of 45° relative to the horizontal, which is also
45° relative to the vertical. Fifty percent of the photons will pass through the polarizer on
one side, and 50% of the photons will pass through the polarizer on the other side, which
means there will be a 25% probability of having both detectors click. But the experiments
give 0% probability of this happening! Therefore, our hypothesis that the source really
emits pairs of photons with definite polarization, not in a superposition, must be wrong.

Imagine instead that the source does emit a state that is a superposition of all possible
polarizations, and some unknown hidden variable at each polarizer causes the photon hit-
ting to be absorbed or to pass through, on a random basis. If this effect is /local, that is, if
it depends only on what that polarizer’s properties are, and not on state of the other polar-
izer, which we could put miles away, then each photon will pass through its polarizer half
the time, so that the probability of both detectors clicking when they are crossed will also
always be exactly 25% — in disagreement with the experiments. Therefore, this hypothesis
must also be wrong.

One could imagine that somehow the two polarizers signal each other to arrange what
they do together. But we can change the positions of the polarizers at any moment in time.
Therefore, we could change one of them at the last second, just before a photon hits it, and
put the polarizers so far apart that no signal can travel from one to the other before the
detectors act. Since we still see the same correlations, this scenario must involve nonlocal
correlations of the polarizers, which the hidden-variable interpretation was supposed to
avoid.
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The EPR experiment is often coupled to Bell’s inequality, discussed in Section 16.1.2,
which proves mathematically that no set of classical objects with only local interactions
can have the experimental results seen in the EPR experiments.’

The hidden-variables hypothesis suggested at the beginning of this section is therefore
disproved by disagreement with the experiments. Various authors have attempted to find
“loopholes,” which would allow hidden variables to exist somewhere, but all of these feel
“rigged” in some way; that is, they posit effects of nature that are invisible and seem only
to exist to deceive us.

4.4 The Copenhagen Interpretation

Because of the failure of the type of hidden-variable approach already discussed, the
main consensus among physicists in the early twentieth century settled on the Copenha-
gen interpretation (named after the laboratory in Denmark at which Niels Bohr and other
famous quantum scientists worked), which is probably still the majority view today among
physicists, though not as universally accepted as it once was.

This view relies crucially on the assumption that the field, and the waves in it, are not
“real,” in contrast to all that the past chapters of this book have argued. In this book, I have
argued that the field and its waves are more real than the particles — the field is like a bell
and the particles are the ringing of that bell. Instead, in the Copenhagen interpretation, a
quantum wave is an ephemeral entity that just represents our knowledge of the system,
with no real existence. For shorthand, we can call this a knowledge wave.®

The appeal of this viewpoint is that a “knowledge wave” can vanish in a puff of smoke,
so to speak, since it is not real. If we do a measurement that tells us the location of a
particle, or some other property, our knowledge changes, and we can simply discard what
partial information we had before.

In this approach, we interpret what happens in the beamsplitter experiment of Section 4.1
as follows: the knowledge wave, described mathematically by the standard wave equations
of quantum mechanics, hits the beamsplitter and splits into two parts going in the two
different directions. However, when one of the detectors registers a particle, the knowledge
wave is instantaneously everywhere altered to a new knowledge wave that agrees what
we now know. This is known as collapse of the wave function. Figure 4.5 illustrates the
general notion of wave-function collapse. A wave is initially spread out, allowing for the
possibility of detection of a particle over a wide range of possibilities. After a detection
event has occurred at one place, the wave function is taken to instantaneously change to a
new form, bunched up where the detection happened.

5 Note, however, that Bell’s theorem does not apply to all classical objects. Chapter 17 gives an example of a
classical wave system that violates a Bell inequality.

6 The term “knowledge wave” is not common in the literature, but the Copenhagen interpretation denies the
ontological reality of the waves, treating them as nothing but solutions of equations that describe our knowl-
edge. Sometimes the wave function is called “epistemological,” which, of course, means that it is a knowledge
wave. See, e.g., Aharonov 1993; for an example of use of the term “knowledge wave,” see Sapogin 1980.
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(a) A quantum mechanical knowledge wave spread out in space. (b) After a particle is detected, the wave “collapses”
to a localized area where the particle was detected.

This approach has the advantage that it gives calculations that agree with the experi-
ments. It enforces the Born rule by stating that the probability of collapse into a given new
state is proportional to the fraction of the wave intensity in that state before the collapse
happened.

There are numerous philosophical and practical objections to this view, however. Many
of these center around the fact that knowledge has been inserted into the theory directly. In
Chapter 7, we will discuss some of the ways this has been used in religious arguments, but
without going there yet, many questions arise immediately. What do we mean by knowl-
edge? Does it have to be human knowledge? Does an animal (e.g., a cat) count? Does a
sophisticated machine? Just anything large?

Suppose we stick with human knowledge. If a wave function doesn’t collapse until some-
one knows about it, there are very strange implications for how we view reality. The famous
“Schrodinger’s cat” scenario, illustrated in Figure 4.6, is an example of this. Suppose that
a quantum particle is put into a superposition of two states by a beamsplitter. After this,
it is either detected at one detector or the other; if one state is detected, a poison vial is
opened by a machine, which Kkills a cat (known as Schrédinger s cat), and if the other state
is detected, the cat lives. In the Copenhagen view, if no one looks inside the box with the
cat, so that there is no human knowledge of the result of the experiment, then there will
be a superposition of a living and a dead cat, because the cat is (presumably) also made of
quantum matter. The cat will remain until a superposition of these two states until someone
looks inside.

It can get stranger. Whose knowledge counts? In the scenario of Figure 4.6, suppose a
person gains knowledge about the state of the cat by looking at the cat, but that person is
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The famous Schrodinger’s cat thought experiment. A single-particle detection experiment like that of Figure 4.11s
wired so that, if the particle passes through the beamsplitter, nothing happens, while if it is reflected, it actuates a
machine that kills the cat in the box. In the Copenhagen approach to quantum mechanics, the cat goes into a
superposition of being both dead and alive until someone looks inside the box, at which point the cat “collapses” into
one of the two outcomes. Artist: Alexey Kavokin.

inside the closed box, and no one else looks into tzat box. Since that person is also made
of quantum matter, does that person remain in a superposition of seeing the cat alive and
seeing the cat dead, until a second person observes the situation? Why not, if people are
made of the same quantum particles as cats?

Even stranger, consider the cosmic radiation from outer space that hits all of us all the
time. Some of this radiation can cause cancer by hitting a DNA molecule, which mutates.
According to quantum mechanics, a superposition of all possible radiation hits each person.
In the Copenhagen interpretation, a person will go into a superposition of having cancer
and not having it (actually, many superpositions of getting cancer at different times), and
this superposition might not collapse until decades later when the person first learns of the
diagnosis of cancer! In this scenario, as well as in many others that could be imagined,
the time of the observation is determined by the collapse, because there is a continuum
of possible times when a diagnosis can occur. Thus, knowledge appears to be caused by
collapse, and not the other way around.

These and other problems with the Copenhagen interpretation have led some scientists
to adopt the attitude of “Shut up and calculate!” That is, they simply don’t ask what is
real about the waves and particles. One can solve the field equations perfectly well and
then use the Born rule to identify the final amplitudes of the waves with the probabilities
of measurements at detectors. What the particles or waves were doing before the detector
measured them is taken as irrelevant.
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This is sometimes called quantum pragmatism and is a variation of a more sophisticated
philosophy known as positivism, associated with Ernst Mach in the nineteenth century. Pos-
itivists officially remain agnostic about the reality of anything that is not directly measured.
Mach himself applied this approach to atoms, even before quantum mechanics existed. He
viewed them as “useful fictions,” because assuming they existed led to very successful
mathematical predictions for heat flow and gas dynamics, but because at the time no one
could actually see an atom, Mach did not commit to whether they were real or not.

Pictures like Figure 3.2 eventually gave us direct images of atoms. But long before we
had such pictures, scientists universally believed in the existence of atoms, because the
theory based on them was so useful that there was no reason to doubt their existence.
In general, physicists resist positivism; they resist being told, so to speak, “Thou shalt
not look there!” Many important physics discoveries were first found by someone simply
asking, “What is really going on?” As we have seen, Einstein imagined numerous “thought
experiments” in developing his theory of relativity, which were never actually done. Had
he taken the positivist attitude, we might never have gotten his theory of relativity.

This positivist approach may eventually also lose its appeal due to experimental input.
Like the Copenhagen interpretation, it treats “detectors” and “measurements” as processes
off the books of the quantum field equations. Detectors are made of quantum particles,
however, and modern physics is blurring the boundary between the quantum system being
studied and the detector observing it. We can write down the exact quantum wave functions
of systems that are fairly macroscopic.

4.5 Are Fields Real?

As we have already discussed in Chapter 1, the viewpoint that electromagnetic waves and
sound waves are real, but quantum matter waves are not, does not make sense because these
fields are treated exactly the same way in quantum field theory. Some authors argue that the
fact that matter waves are complex, that is, have two components instead of one or three,
makes them fundamentally different from other waves, but as discussed in Section 9.1, this
is just a difference in how many numbers we need to keep track of. Others have argued that
because the electric field is directly measurable by a force, while quantum matter waves
do not give a measurable force, therefore matter waves are unreal. But the electromagnetic
field gives the probability of finding a photon in exactly the same way as a matter wave
gives the probability of finding an electron, via the Born rule; the electromagnetic field just
has an additional property of giving a force.

The Copenhagen model treats both the electromagnetic field and the quantum matter
field in the same way, as generating “knowledge waves” that have no reality except for
giving the probability of finding a particle. If we say that the electromagnetic field is not
real, and is just a theoretical construct, then by rights we should say that sound waves are
not real, and are also just a construct for computing the probability of detecting phonons.
As proven mathematically in Sections 12.2 and 12.4, phonons and photons are treated
exactly the same way in quantum theory.
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Rejecting the reality of sound waves grates against us, however. Sound waves seem
awfully real, more real than phonons. Furthermore, water waves on the ocean are just
another type of sound wave: all vibrational waves in gases, liquids, or solids are treated
in quantum mechanics the same way and are quantized into phonons in the same way. So,
if we are to take the particle as the real thing and the wave as imaginary, then when we
look at a water wave on the ocean, we should conclude that we are seeing an interesting
theoretical construct, but, of course, only the phonons are real!

The example of water waves on the ocean also raises a question for the Copenhagen
interpretation. It is physically possible according to the quantum field equations to have a
water wave in a superposition of states with different phases, for example, with the wave
simultaneously at a crest and a trough. The Copenhagen interpretation says that the reason
we never see this is because it collapses into one or the other possibility when we look at it.
But a wave on the ocean could be half a mile high, with a wavelength of dozens of miles,
completely dwarfing any person. Why should that small person’s knowledge collapse such
a huge wave? This example negates any attempts to interpret the measurement process in
quantum mechanics as intrinsically due to a large person interacting with a microscopic
system. According to the Copenhagen approach, it can easily be the reverse — a small
observer interacting with a large quantum system.

Working the other direction, we can say that, if water waves are real, then sound waves
are real, and so then electromagnetic waves are real (having exactly the same type of field
equation); and if electromagnetic waves are real, then matter waves are real, having the
same type of field equation, but with a minus sign in a certain place, as shown in Sec-
tion 13.1. Table 4.1 lists various different types of waves. All of them are vibrations of some
field, and all of them can be associated with particles that give the quantized amplitudes of
the waves, in quantum theory.

As mentioned at the beginning of this section, some authors argue that matter waves are
not real, but electromagnetic waves are. A minority school takes the opposite approach,
and argues that only the matter field is real, and that the electromagnetic field isn’t
(e.g., Mead 2000). In classical electromagnetism, charged objects are the “sources” of all

Wave Associated Field Type
particle
Light
radio Photon Electromagnetic field Relativistic boson
microwaves
Electric charge Electron Electronic matter field Relativistic fermion
Nuclear matter Quark Nuclear matter field Relativistic fermion
Sound Phonon Air Nonrelativistic boson
Water wave Phonon Water Nonrelativistic boson
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A standard process by which a photon in vacuum (represented by the incoming squiggly line) can turn into an
electron—positron pair, due to the coupling of the electromagnetic and matter fields, and then back into a photon.
The electron is represented by a line with an arrow going forward, while the positron is represented by an arrow going
backward.

electromagnetic field. We could then view the matter field as real, and the electric field as
just giving us a description of the complicated forces between charged particles. Since the
field theory treats both types of field on an equal footing, we are free to treat either one,
both, or neither as real.

Although it is true that classical electromagnetism treats charged particles as sources for
electric field, it is also true that, in modern quantum electrodynamics, photons are sources
of charged particles! As shown mathematically in Section 13.2, Dirac’s theory implies
the existence of antimatter, which in turn implies that electrons do not exist permanently;
they can be annihilated by combining with antimatter, and they can be created by pho-
tons exciting electron—positron pairs out of the vacuum state. Figure 4.7 shows a common
Feynman diagram from quantum field theory which represents a photon turning into an
electron and a positron, which then exist for some time before annihilating each other and
releasing another photon. Quantum field theory says that this process happens all the time,
everywhere in the universe.

Interpreting a diagram like that shown in Figure 4.7 as a particle popping out of vacuum,
as though it were a little billiard ball, is not really the right picture, though. It is better to
say that such a figure indicates the corrections to the total energy of the vacuum state due
to the interactions in which the electromagnetic field acts as a source for matter waves.

Many physicists never learn the math of Feynman diagrams, but they are just a shorthand
for various math calculations that arise in quantum mechanics. For those who have some
background in the math of quantum mechanics, the basics can be learned in just a few
chapters, given in Part III of this book. Section 15.3 discusses in depth how to interpret
Feynman diagrams.

References

Y. Aharonov, J. Anandan, and L. Vaidman, “Meaning of the wave function,” Physical
Review A 47,4616 (1993).

M. Born, The Born—Einstein Letters: Correspondence between Albert Einstein and Max
and Hedwig Born from 1916—1955, with Commentaries by Max Born, (Macmillan,
1971), p. 158.


https://doi.org/10.1017/9781009261562.005

61

References

A. Einstein, B. Podolsky, and N. Rosen, “Can quantum-mechanical description of physical
reality be considered complete?”” Physical Review 47, 777 (1935).

C. Mead, Collective Electrodynamics, (MIT Press, 2000).

C. Santori, D. Fattal, J. Vuckovi¢, G. S. Solomon, and Y. Yamamoto, “Indistinguishable
photons from a single-photon device,” Nature 419, 1 (2002).

L. G. Sapogin, “A unitary quantum field theory,” Annales de la Fondation Louis de Broglie
5, (1980).


https://doi.org/10.1017/9781009261562.005

Alternative Interpretations of Quantum

Mechanics

The situation a hundred years after the development of quantum mechanics is that local
hidden-variable theories are considered dead, the Copenhagen interpretation is strongly
disliked by many physicists, and positivism is unsatisfying (mostly). As a result, rival
interpretations of quantum mechanics have started to be taken much more seriously.

In this chapter, we survey some of these alternatives. Although some may sound strange,
each has some appeal and reasoning. Though none has won a consensus, each has some
dedicated adherents.

5.1 The Many-Worlds Hypothesis

62

The many-worlds hypothesis of quantum mechanics, suggested by Everett and Wheeler
in the 1960s, has gained popularity in recent years, especially with science fiction writ-
ers but also with a small number of practicing physicists. Going back to the beamsplitter
experiment discussed in Section 4.1, this hypothesis says that when the superposition of
the photon going either to the left or the right never ends — the detectors go into a super-
position of having clicked and not clicked, and eventually the entire universe interacting
with those detectors goes into a superposition of the two possible outcomes. This leads to
a view much like the science fiction trope of “parallel universes.” Forever after, there are
multiple universes with all possible outcomes of all quantum events.

The philosophical problems with this hypothesis are nearly endless. For example, since
the splitting of the universe quickly leads to an infinity of possible universes, with all
possible variations, it seems to make all of our choices meaningless, since for every choice
we make, in some other universe, we will presumably have made the opposite choice.!

But the mathematical underpinnings of the many-worlds view are not nonsense. In fact,
one can make the strong statement that, if one adheres purely to the quantum field theory
with no alterations, then the many-worlds hypothesis must be true, because the field theory
gives no mechanism to prevent superpositions of systems with large numbers of atoms, no
matter how large.

1 Larry Niven (1979) explores many of the philosophical conundrums of this view, including a fictional short
story in which belief in the many-worlds view leads to mass suicide. David Wallace (2014) has argued that this
need not happen, because people can adopt a game-theory approach to decision making, but this subtlety might
be lost on the general public.
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0.01

0.99 0.99 0.99

A branching diagram of superpositions after measurements. The numbers give the quantum “weight factor” for each
branch.

However, the field theory is not all that we have. We also have the Born rule, which,
as discussed in Section 3.4, is a rule about the statistics of measurements, added to the
quantum field theory, and confirmed by all experiments. The many-worlds approach has
no way of deriving the Born rule.

The problem of probability. To see why the many-worlds approach does not give the
Born rule, consider the diagram in Figure 5.1, which shows the multiple branching paths
of experience for some person. Whenever a superposition of states is generated, multiple
paths are generated, one for each possible observed state. The quantum field theory assigns
a “weight factor” to each of these possible paths, determined by the amplitude of the wave
involved in each superposition.

In standard quantum mechanics, this “weight factor” gives the probability of each pos-
sible path via the Born rule. We imagine running the same set of measurements thousands
of times, and each time the person follows one path. After counting things up, we find that
a person is most likely to have an experience that follows a path with high weight factor,
according to the Born rule.?

In the many-worlds view, there is no randomness, and no stochastic averaging. Every
path is deterministically followed. The weight factors in this case do not give probabili-
ties; they give the weight of that path as a fraction of the whole universe. In the standard
approach, a large weight factor means there is “more of”” one possibility than other because
it is more likely. By contrast, in the many-worlds view, there is no probability at all; there
is “more of” one path than another because there is literally more weight of that alternate
universe than there is of the other, in the grand manifold of all possibilities.

To put it another way, suppose that some measurement yields a quantum state which is
a superposition of two possibilities with very different weights, which we can write in a
simplified version as

| universe with me 4099 universe with me
seeing outcome 1 ' seeing outcome 2 /) °

In the many-worlds view, a person seeing outcome 1 does not feel less of a person; that
person feels just as much a person as someone seeing outcome 2. Only an outside observer

2 Although clearly distinguished paths are assumed here for simplicity, there is nothing in this argument that
requires a countable number of paths; the same argument applies if there is a continuum of many paths with
tiny differences between them.
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m Two waves in superposition.

would say that the person seeing outcome 1 has less “weight” as a fraction of the whole
universe. This means that, for people inside universe 1 or universe 2, the weight factors are
effectively stripped off and inaccessible to their knowledge.

A person following a path in the diagram shown in Figure 5.1 would therefore calcu-
late the probability of an event happening by asking how many times it occurred in the
past on that path, compared to other events that happened on the same path. Lacking any
experience or knowledge of the overall weight factors for various paths, that person could
only count the total number of options possible in any given measurement.> For the great
majority of paths, this would give an incorrect prediction for the probabilities of Born’s rule
and, in particular, would give much higher probability to very low-amplitude events. For
example, suppose that the person sent a wave pulse through a beamsplitter 100 times, and
the weight of one direction in the outgoing superposition was 99% and the weight in the
other direction was 1%. In almost all the paths through the branching history, there would
be nearly equal numbers of both outcomes, while there is only one path with the correct
Born statistics of 99 photons detected in one direction and only 1 in the other direction.

To make the many-worlds approach agree with the experiments, one must modify it by
adding the Born rule ad hoc. In other words, one can simply posit that a person’s conscious-
ness is attracted to paths with high amplitude. This can be argued as a “natural” choice,* but

3 Some have criticized this “frequentist” approach (e.g., Wallace 2014), because any statistical approach never
gives absolute certainty that one has gotten the right rule; one might have just observed a set of events that was
a statistical outlier. But in practice, counting past experiences to make inductive conclusions is how scientists
and engineers work, and, of course, how the Born rule itself was settled upon, historically.

4 David Wallace (2014) has argued that the Born rule can be recovered as a betting strategy in game theory,
namely that a person should bet on outcomes that have more weight — I should bet on ones with more of me, so
to speak — in the future. This approach does not explain why any one person, looking at actual past experience,
should expect to find that the Born rule has always been obeyed to high precision. Ultimately, Wallace argues
(per private conversation) that the Born rule for our lived experience is a very natural choice to make but is
indeed an additional assumption beyond the assumption of unitary evolution.

Frank Tipler (2014) has argued that the Born rule can be derived from a “density of universes” based on the
Bohmian quantum potential, defined mathematically in Section 16.3. However, as discussed in Section 16.3,
this formalism cannot be used for massless or relativistic particles. The notion of a “density of universes” is
also somewhat unclear, and not part of normal quantum field theory, which simply gives an amplitude of waves.
For further discussion, see Hsu 2012.
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there are other “natural” choices one could make, such as saying that a person’s conscious-
ness always follows the path of highest amplitude (which would involve no randomness
at all) or that the probability of a path is proportional to the absolute value instead of the
square of the amplitude as required by the Born rule. At the end of the day, it is only the
lived experience that, when we look into our past, we see the Born rule followed to a high
degree of precision, which leads us to affirm it, in the many-worlds view.

Most physicists are so familiar with the Born probability rule that they assume that
it must somehow be preserved in the many-worlds approach. But there are no random
collapses in the many-worlds approach, and that is its main appeal to many physicists. In
this context, it doesn’t make sense to say that a higher wave is “more probable” than a lower
wave. In the many-worlds scenario, if there are two outgoing worlds in a superposition, one
is not more probable than the other. Both exist, and one has more spectral weight, that is,
higher wave amplitude, than the other, like the two waves shown in Figure 5.2.

If one takes the approach that the only right way to count probabilities is to count the total
number of paths in a diagram like that shown in Figure 5.1, then the many-worlds view is
quantitatively falsified by the experiments. But it is not clear that this type of path-counting
is the only way to get probabilities, and it is not necessary. Instead, one can simply put the
shoe on the other foot and ask: On what basis can the Born rule be derived, in the many-
worlds approach? The answer is that it cannot be derived from the mathematical formalism
of quantum mechanics alone; it is an addition, both in the many-worlds approach and in
the Copenhagen approach. Once one realizes this, the many-worlds view loses much of its
appeal. If one is to have random jumps on the basis of an empirical rule, why not just have
jumps to one possibility out of many, instead of to all possibilities?

The spectral weight problem. Another problem with the many-worlds view can be
called the “spectral weight problem.” This arises from the endless splitting of the universe
into alternate versions.

The many-worlds hypothesis does not say that new universes are created with every
quantum option; that would violate conservation of mass and energy, and is not what the
equations of quantum mechanics imply. Instead, the many-worlds hypothesis says that, at
each quantum choice, the existing universe is divided into two or more parts, which then
forever go on their way without any further interaction. In wave terminology, each new
fractional part has smaller and smaller spectral weight.

To see why this is a problem, consider a simple particle-counting experiment like that
shown in Figure 4.1. In my own optics lab, we have routinely counted single photons up
to millions of counts. (A typical rate of single photon counting with a photomultiplier is
50,000 counts per second, and experiments can easily run for 60 seconds or more.) Suppose
that we ran the experiment of Figure 4.1 for a million counts. We have then just created
21,000,000 4lternate scenarios. That is, at the end of the experiment, the fractional weight of
each of the alternate worlds in the many-worlds approach is equal to the original world’s
weight divided by 2, then divided by 2 again, and so on, for a million times. In engineering
terms, the weight of the “signal” of any one alternative path has been reduced by six million
decibels. Ask any engineer how easy it is to find a signal that has been diminished by six
million decibels. Typically, a signal reduced by even 100 decibels is irrecoverable. The
reason is that, in all real systems, there is background “noise,” that is, randomly fluctuating,
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extraneous signals, and when the strength of a signal goes far below the average strength
of the noise, it is permanently lost, to all intents and purposes.

And that is just one counting experiment run in my lab, one time! There are thousands
of experimentalists who have run particle-counting experiments around the world for over
a hundred years, running such experiments hundreds or thousands of times. And since the
many-worlds view does not make a sharp distinction between measurements in laboratories
and other events that affect the larger world, millions and billions of other divisions of the
universe happen all the time, whether or not we count them. For example, cosmic rays
continually fall from outer space that have some probability of hitting a DNA molecule in
an animal or a person, leading to cancer. In the many-worlds view, the entire universe is
divided down again and again into fractions to allow each possibility.

For the many-worlds approach to work, all of the information of each sub-universe
must be perfectly maintained without loss, even as the fractional weight of each universe
becomes vanishingly small. There must be no “noise” that messes up the perfect clock-
like accuracy of the behavior of each sub-universe. Section 16.2.1 presents some of the
mathematics of the spectral weight problem in greater detail.

Absence of evidence. Finally, it cannot be passed over quickly that there is absolutely
no evidence for any of the parallel worlds proposed in this view, even when looking with
the most sensitive of scientific instruments. To what degree should this matter? As Alvin
Plantinga® and others have argued, absence of evidence does not count as evidence of
absence unless we have some good reason to expect that there should be evidence. In the
case of the many-worlds hypothesis, if we believe the equations of quantum mechanics
are exact, then we will not expect to see evidence of these other worlds. But our general
experience with the real world is that none of our equations is ever perfectly exact. Our
experiential expectation is then that there should at least be some tiny echo of these other
worlds, especially if we are in a world with small spectral weight compared to another with
much greater spectral weight.

For example, if our world has a single one-in-a-million event that does not happen in
an otherwise identical world, then that other world will outweigh ours by a factor of a
million. Why should we expect that the other world, and many others much weightier than
ours, existing in the same space as ours, to be absolutely undetectable? The experience
of physicists and engineers dealing with waves in the real world is that some tiny factor
always exists that messes up what the pure mathematical equations predict, giving “cross-
talk” between different signals. That is, when trying to detect a particular wave signal, one
always gets some small amount of other signals mixed in. In a normal engineering scenario,
therefore, the existence of other parallel worlds would give at least some tiny noise in our
world, like the muffled voice of a person in another room.

As an extreme example, imagine that we do an experiment like the Schrodinger’s cat
experiment, but instead of killing a cat if we get a certain detection outcome, we launch a
nuclear weapon to blow up the moon. According to the many-worlds view, the enormous

5 Plantinga (2001) uses the example of looking in a tent. Not seeing a St. Bernard dog in the tent is evidence for
its absence, but not seeing any “noseeums,” tiny insects that people can hardly see, is not evidence for their
absence.
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gravitational disturbance of the moon splitting into two would not be felt at all by anyone
in a parallel world, even though they existed at the same location in space.®

The only way for the infinitude of other worlds coexisting in our location, including
those with broken moons, is to be absolutely undetectable, and the only way to not have
universes of tiny spectral weight vanishing into background noise is if the behavior of quan-
tum mechanics is perfectly unitary. We will discuss this property further in Chapter 6, but
for the moment, we can think of it as having no deviations whatsoever from running as a
perfectly accurate machine. For the many-worlds approach to work, the behavior of the uni-
verse must be exactly accurate, down to signal reductions of trillions of decibels and more.
While this is formally the case in the equations, to hold the many-worlds view, one must
have an absolute commitment to the belief that these equations are perfect descriptions of
reality.

5.2 Bohmian Pilot Waves
]

Because of the problems with the Copenhagen and many-worlds views, some physicists
have proposed interpretations of quantum mechanics that use the same equations and give
the same experimental predictions as the Copenhagen approach, but have a different story
of what actually happens. In this section and in Section 5.3, we look at a few of these. Since
these are not widely held among physicists, the reader can safely skip these sections and
jump ahead to Section 5.4, which discusses proposals to alter the equations of quantum
mechanics. Each of the approaches surveyed here and in Section 5.3 has some appeal,
however, and therefore they deserve a detailed critique.

One approach that has grown in popularity in recent years is the “pilot wave” theory. In
this approach, originally proposed by American physicist David Bohm, both waves in the
quantum fields and particles exist as separate entities. (For a review, see Holland 1995.)
The particles move through space like billiard balls, but they are attracted to regions with
high wave amplitude and repelled from areas with low amplitude. The wave in this case is
called a “pilot wave” because it directs the motion of the particles.

As shown in Section 16.3, the Schrodinger equation for quantum particles with mass
can be manipulated to give an equation for a “probability current.” This probability current
can be viewed as a sort of fluid that flows where the wave has the highest amplitude, and
which carries the particles along with it. There is an appeal to this, because the particles
that flow in this current stream never disappear or jump discontinuously from one place to
another. But there are several drawbacks and oddities to this approach.

6 Penrose and Didsi have pointed out that defining a superposition of different curvatures of space in the context
of general relativity is ambiguous, and from this, they have argued for spontaneous collapse of objects of
sufficient mass; for reviews, see, e.g., Van Wezel 2008 and Didsi 2022.

Either there is spontaneous collapse (see Sections 5.4 and 6.5) or superpositions of large masses like the
moon are possible without any detectability; otherwise, a “Cavendish Schrodinger’s cat” experiment could be
done in which a large mass was sent in one of two different directions depending on a quantum choice, and the
motion of the mass in the “alternate universe” could be detected by its gravitational pull.
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Intensity of the sum of two crossed beams with the same wavelength entering from the left side, in the directions
indicated by the black arrows. The gray scale gives the total wave intensity at every point in space downstream. The
dark horizontal lines give regions of zero probability for finding a particle.

First, as shown in Section 16.3, the mathematics of the probability current relies crucially
on the use of the classical formula for kinetic energy of a particle with mass. This means
that there is no equivalent approach for particles with no mass, such as photons. Some
adherents of this approach treat the photons as off the books, so to speak, and treat only
massive particles as real, but the approach also doesn’t work for particles with relativistic
mass at high speeds. Others take the Bohmian probability current equations to apply to
photons anyway, as a basic assumption, even though the wave equation for photons can’t
be used to derive them.

The Bohmian current equations also have some bizarre implications for particle behav-
ior. For example, Figure 5.3 shows two coherent beams crossing through each other, giving
an interference pattern in the middle. Since there is nothing in the middle to affect either of
the beams, the standard view of quantum mechanics is that the beams simply pass through
each other, as any two waves would such as water waves or sound waves. In the Bohmian
rules for particle flow, however, no particle can ever cross a region with zero wave ampli-
tude. Therefore, particles coming in from the lower left, following the lower incoming
beam, can never exit out the upper right, because the interference pattern in this case has
broad lines of zero amplitude, seen as the horizontal dark lines in Figure 5.3. Where do
the particles go, then? In the Bohmian view, they snake around, making sharp turns in free
space, to stay inside the bright regions of the interference pattern, until they exit out the
bottom right. Particles entering from the upper left also do the same thing, never cross-
ing a completely dark region, until they exit out the upper right. Yet there was nothing
in the crossing region that ever put a force on the particles; they passed through empty
space.

Even more bizarre, in the case of a wave confined between two boundaries, such as the
guitar string shown in Figure 1.9, a particle can never cross through one of the nodes,
according to the Bohmian current flow equations. Therefore, in every region between two
nodes, the particles are standing still! This gives a completely different account of the
particles from quantum field theory. For example, in a laser, the photons bounce back and
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forth between the two mirrors at the ends. In the Bohmian view, the photons do not do this,
but instead are sitting still. In other words, the Bohmian hypothesis implies a complete
separation between the particles derived from quantum field theory and the particles that
follow the pilot wave. In effect, it requires us to have two sets of particles, which have
completely different behavior, for a single field.

The Bohmian approach also does nothing to make it easier to understand the nonlocality
of quantum mechanics or the collapse of the wave function. The Bohmian formulation is
explicitly nonlocal, with correlations between particles very far apart. The different results
that are seen in different detector clicks are attributed, in the Bohmian approach, to different
initial locations of the particles, which then flow deterministically to their final destinations.
But nothing in the formalism tells us why a particle is initially at one location or another —
the initial location of the particle within the wave ends up being a random variable, so that
the randomness of the detector clicks is just pushed back earlier in time to the randomness
of the initial particle locations.

5.3 Variants of Positivism
1

As mentioned in the previous chapter, many physicists simply have the attitude, “Shut up
and calculate.” This is a simple form of positivism, which says that we simply should not
ask questions about things we can’t directly measure. There have been several proposals for
interpreting quantum mechanics that, at the end of the day, are more sophisticated forms
of positivism, telling us not to ask certain questions. We will not survey all of these here;
Appendix A lists some of these.

Note that sometimes it is right to say that questions don’t make sense. For example,
asking “Can God make a rock so heavy he can’t lift it?” is the same as asking “Can God
be omnipotent and not omnipotent?” which is simply asking if a self-contradiction can be
true. In the same way, “What is the color of an object in the absence of light?”” and “What
is the sound of a piano when it is silent?” are simply badly defined questions, since color
is defined as a property produced by light, and sound is incompatible with silence.

The rejection of certain questions in positivist approaches to quantum mechanics
is not like that. We can conceive the situation we are asking about, unlike a logical
self-contradiction, but positivism says not to worry about it.

One version of this, called “consistent histories,” proposed by physicist Robert Griffiths
(2003), says that after a measurement has been recorded, we can construct a self-consistent
history of what was happening at all earlier times. We don’t ask what would have happened
for the same initial conditions if we had measured a different final outcome.

The basic approach is to imagine a series of measurements that would give a definite
result at every time from the beginning state of the system to the final detected state. Even
though those measurements were never actually done, we can assume, once we know the
final result of a measurement, that, at all earlier times, the system really had the properties
indicated by that sequence of measurements.
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At one level, this is just a variation of the Copenhagen interpretation that aims to give
a sensible story about the past. But it also can lead to some bizarre implications for how
we interpret some experiments. Consider again the experiment with crossed beams shown
in Figure 5.3. In the consistent histories approach, if we detect an outgoing particle at
the upper right, we can create a history of the particle in which it definitely started at
the lower left and then moved continuously in a straight line up to the detector where it
was recorded at the upper right. But as seen in Figure 5.3, there are regions in which the
quantum mechanical wave function says that there is zero probability of the particle ever
being detected. How does the particle pass through these regions in a continuous fashion?

One could argue that the interference pattern was not really there when the particle
passed through, since it is just a “knowledge wave” used to predict probabilities. But an
ingenious experiment was done (Afshar 2007) in which the experimenters made an inter-
ference pattern like the one shown in Figure 5.3, and then placed wires at certain points in
the dark regions, to block any photons there. Since those regions had very tiny light inten-
sity due to the interference pattern, there was almost no change in the final experimental
results at the detectors on the right side when the wires were there. But if a particle had
been “really” traveling in a straight line from the lower left to the upper right, then it would
have scattered off the wires, giving a different experimental result. The experimenters were
able to see what this pattern would be by blocking the beam coming from the upper left,
thus forcing all the particles to come from the lower left.

In the consistent histories approach, one can construct a history for a particle in the case
when the wire grid is there, but this history will be very different from the one constructed
if the wire grid is not there, even though the two cases had the same initial conditions and
gave the same experimental outcome. Somehow, in this approach, the particles know to
behave one way during their transit and not the other way, depending on whether the wire
grid is there, even though no energy is given to or taken from the wire grid.

Griffiths has argued’ that the presence of the wire grid amounts to a phase measure-
ment. Because of number-phase uncertainty (see Section 12.5.2), if a wave packet from one
source had definite phase, it could not have a definite number of just one particle. There-
fore, the constructed history before the waves passed through the wire grid is that there
were two wave packets from the two sources with a definite phase relationship between
them; it only makes sense to speak of particles after the phase was measured at the wire
grid. But in the experiment, the two sources were designed to have given a definite phase
relationship of the wave packets (e.g., by using a beamsplitter to split a single, coherent
wave packet). Therefore, the phase measurement by the wire grid provides no new infor-
mation; indeed, the experimenter knows exactly where to place the wires at the nodes based
on the prior knowledge of the phase relationship of the waves from the sources. Therefore,
it is natural to take the view that the relative phase was well defined at all prior points in
the path of the wave.

If we take the view that quantum mechanics is fundamentally a wave theory, and parti-
cles are not fundamental, as argued in Chapters 1 and 2, then this experiment has a much
simpler explanation. The wave propagates from the two sources through the interference

7R, Griffiths, private communication.
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pattern and then on to the detectors on the right, and only at the detectors do we need to
apply the Born rule to turn the wave function into a probability of particle counts. This
requires that we accept nonlocality, however, because we could generate the two coherent
wave pulses by splitting a pulse from a single-photon source. In that case, only one of the
detectors on the right will click, and never both, no matter how far away they are from each
other.

Another variant of positivism is John Von Neumann’s idea of “quantum logic.” This
essentially says that we should not be worried about things that are contradictions by nor-
mal logic. While that may seem irrational, it has some appeal by analogy with computers.
We can program normal logic into computer circuits, but we can also program other rules.
Why not just say that quantum mechanics has some other rules? The problem, of course,
is that human logic is not merely a system programmed into computers; it is how we think.
To assert a self-contradiction is to be incoherent, to say nothing at all.

As discussed in Section 4.4, although positivism can make life easier, it is generally
unsatisfying to many scientists, because science has often progressed when people did ask
basic questions about the consistency of theories, and often things that weren’t measurable
became measurable. Other versions of positivism are listed in the Appendix.

5.4 Spontaneous Collapse
I ——

So far, all the interpretations of quantum mechanics we have surveyed do not make any
alterations to the basic equations of quantum mechanics, namely the Schrodinger equation
and the Born rule. This is because these equations have been very successful for predict-
ing many experimental results. There are also proposals to make alterations or additions to
existing quantum theory. These proposals are generally called spontaneous collapse mod-
els. In this approach, some actual alteration of the equations of quantum mechanics is
assumed, which gives the Born rule not as a result of human knowledge but as the result
of some intrinsic instability in the physical system. This behavior may be closely related
to a classical kinetic effect known as chaos, which describes systems that are hypersen-
sitive to small changes in their initial state (discussed mathematically in a simple way in
Section 10.2).

This approach can also be called a nonlocal hidden-variables view, as opposed to the
local hidden-variables view discussed in Section 4.3. In other words, instead of seeing the
unknown physical element that gives the randomness as localized in a particle, a nonlocal
approach says that some system-wide property can give the observed behavior.

The main problem with this approach is that it requires new mathematics, and no one
has yet persuaded the physics community of a comprehensive, quantitative mathematical
version of quantum mechanics using this approach. Several spontaneous collapse models
have been proposed, but there is not yet any widely accepted mathematical model. There
is, however, a mathematical technique known as quantum trajectories that invokes spon-
taneous collapse to make quantitative predictions, which makes it very tempting to find
a way to make spontaneous collapse a real part of the physics. One way this might come
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The behavior of the wave function of a superconducting metal ring over time, when it is in the presence of another,
identical superconducting ring, allowing magnetic field from each ring to pass through the other. The different curves
are for very slightly different initial conditions. From Mead 2000.

into the equations is through the effect of gravity, which at present has not been integrated
into quantum mechanics. We will return to discuss models of spontaneous collapse in more
depth in Sections 6.4 and 6.5.

One version of spontaneous collapse is known as the transactional interpretation (e.g.,
Cramer 1986, 2016; Kastner 2012). In this approach, it is assumed that there are waves
traveling backwards in time. This is not as strange a proposal as it might first sound; it is
well known that many types of wave equations allow backwards-in-time waves as solutions;
these are known as advanced waves. These solutions are typically removed in classical
physics from consideration as unphysical. But sometimes solutions of equations that seem
unphysical turn out to have real, physical implications, such as Dirac’s electron states with
negative kinetic energy, discussed in Section 13.2.

In the transactional interpretation, one imagines a scenario in which a source (such as
an atom) emits an electromagnetic wave going forward in time, which then hits several
possible absorbers. Then each of them emits backwards-in-time waves that go back to
hit the original emitter. Out of this, an instability arises that selects just one of the many
possible cases of a photon going from the emitter to an absorber.

What is intriguing is that a mechanism for this type of instability can be shown math-
ematically in some simple systems, such as two superconducting rings emitting coupled
to each other by electromagnetic field (Mead 2000). As seen in Figure 5.4, this system
has “jumpy” behavior that looks a lot like the jumps of particle detectors, even though it
follows standard wave theory exactly. However, the examples for which calculations like
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this have been done have so far only been very simple systems; the math that gives the
instabilities has not been worked out for the general three-dimensional case.®

Physicists’ intuition. In general, many physicists have the intuition that any macro-
scopic object, not just a human brain, should lead to the same type of measurement
outcome. The problem with this intuitive view, as we will see in Chapter 6, is that it cannot
be derived from quantum mechanics as we know it. Something, which might be human
knowledge or something else, is presently “off the books” of the equations of quantum
mechanics. Therefore, although many physicists think intuitively in terms of spontaneous
collapse, there is no widely accepted mathematical model for it.

We will return to discuss proposals for spontaneous collapse in more detail in Sec-
tions 6.4 and 6.5; a quantitative proposal is given in Chapter 20. In general, it is premature
to say that spontaneous collapse theories cannot work. While it involves the daunting chal-
lenge of mathematical alterations to quantum mechanics, the conundrums of the other
views we have looked at, from Copenhagen to many-worlds to Bohmian pilot waves, make
it appealing to look for alternatives. In many ways, the situation is similar to that faced by
Einstein at the turn of the twentieth century, when the perceived paradoxes of electromag-
netic theory cause him to look for alterations of the equations that would still agree with
known observations and experiments.
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As we have seen throughout this book, instead of treating quantum waves as spooky
“knowledge waves,” it is far more natural to treat all waves as physically real, including
matter waves — as real as the sound and light waves you encounter every day. This means
that we have to deal with the reality of nonlocal correlations.

There seems to be no way out of having nonlocal correlations, no matter what version
of quantum mechanics we use, if we require a theory that agrees with the experimental
data. Why not just embrace that? The type of nonlocality observed in quantum mechanics
does not change our basic rules of causality; we cannot, for example, send signals to other
people faster than the speed of light. Only correlations of events appear to occur faster than
the speed of light, and we cannot predict those, only measure them.

If we accept nonlocal correlations as real, then the only remaining problem in quantum
mechanics is how to account for the randomness in quantum measurements. As discussed
at the end of Section 5.4, most physicists have the intuition that measurements, or col-
lapse, of quantum wave functions occur due to interactions with any large object, not just
a human brain. In this chapter, we will discuss why that is not so easy to put into the equa-
tions. In fact, there is simply no way to do it using only the existing equations of quantum
mechanics.

6.1 Unitary Theories Will Not Work

75

Practicing physicists work every day with wave equations for photons, phonons, and
electrons, and these waves seem very real and tangible to them, giving well-defined,
quantitative predictions for experiments.

A tacit assumption of many physicists is that, if we knew enough about how to write
down quantum mechanical equations for large systems such as machines and people,
standard quantum mechanics would give us all the results we see in experimental measure-
ments. However, that can’t be — there must be something additional, off the books of the
quantum mechanical equations we know. The reason is that the standard equations of quan-
tum mechanics involve only unitary time evolution, and the Born rule from experiments
(introduced in Section 3.4) intrinsically gives nonunitary behavior.

The term “unitary evolution” here means that the equations obey the principle of super-
position, discussed in Section 1.3. In particular, if a system starts out at some point in time
in a superposition of two wave states, then at all later times, the state of the system will be
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a superposition of what each of the wave states would have done by itself, if the other one
wasn’t there. !

Let us return to the beamsplitter experiment of Section 4.1 to discuss what this means.
Figure 6.1 shows a simplified version of this. A wave pulse with amplitude corresponding
to a single photon hits the beamsplitter and divides into two. Each of these two wave pulses
now travels to a detector; in other words, there is now a superposition of the photon going
each direction. According to the equations of quantum mechanics, the photon on either path
deterministically causes its detector to click and record a photon count. The total system
will then be in a superposition of both detectors having clicked. There is nothing in the
equations of quantum mechanics that makes one of the detectors click and the other not.
Because these equations have unitary time evolution, the system at all future times will be
in a superposition of the consequences of each detector clicking.

As discussed in Section 5.1, this is the main appeal of the many-worlds hypothesis.
In that approach, there is no collapse of the detectors; forever after, the universe has a
superposition of whatever events follow from each detector clicking, including dead cats
or people believing and acting on different results. But as discussed in Section 5.1, the
many-worlds view gives no way to obtain the Born rule for probabilities, other than simply
asserting it, ad hoc. And if we are going to assert the Born rule, we may as well assert it
for just one universe instead of an infinite number of them.

It is because we have the Born rule, but the equations of waves in quantum fields don’t
give it to us, that the Copenhagen view became popular. Something “off the books™ gives
the random collapses; in the Copenhagen view, the thing that is off the books of the
equations is human knowledge.

Human knowledge could just be a stand-in for something macroscopic, however. After
all, for us to know about something, it has to have a reasonably large effect; for example, a
cascade of many electrons in the retina of an eye, or the cascade of electrons that gives rise

1 Unitary time evolution is different from linear intensity dependence. As shown in Section 14.5, many systems,
such as optical materials illuminated by powerful laser beams, have nonlinear intensity dependence, but their
quantum mechanical wave functions still have unitary time evolution.


https://doi.org/10.1017/9781009261562.007

77

6.2 Decoherence

to an electrical current that causes a photomultiplier or Geiger counter to record a count,
as discussed in Section 3.4. It could be that our knowledge is just a by-product of the effect
of something being large enough to see.

But if large, macroscopic objects obey the equations of quantum mechanics, how can
we get something nonunitary, off the books, with these large objects? What is the cutoff
between microscopic and macroscopic, anyway?

Science does not stand still, and progress has been made on this question, although
there is not yet a consensus about anything nonunitary in quantum mechanics. While we
may not know what that is, we do have a way to clearly discuss the difference between
microscopic systems, on the one hand, and macroscopic systems that act like collapses or
measurements that give human knowledge, on the other hand. This distinction arises from
the modern theory of decoherence. We have already touched on this topic briefly in earlier
chapters, but we will now focus on this topic.

6.2 Decoherence
1 —

In the past 50 years, enormous progress has been made in understanding the dynamics
of quantum mechanical processes, in particular the process of decoherence, also called
dephasing. The difference between coherent and incoherent waves is illustrated in Fig-
ure 6.2. When many waves are in phase with each other, they add up to one large wave.
This is known as coherence. When they are shifted randomly in their phase, they mostly
cancel out. There are many processes that can give shifts to the phase of waves, which are
random to all intents and purposes. Decoherence processes are any processes that give ran-
dom phase shifts leading to lack of coherence. These might include random bumps from
atoms in the environment outside the system of interest, or interactions with other parts
inside the system of interest.

Why does decoherence matter? The crucial result of decoherence processes is that they
lead to irreversibility. This is a well-known effect in our daily experience — friction causing
something to slow down and stop but never to start moving and accelerate; something
cooling off by radiating heat to its environment; an egg falling and breaking but never
reassembling itself. It is closely connected to the second law of thermodynamics, which
says that entropy (a measure of disorder) always increases, and closely related to our sense
of an arrow of time, that time runs forward and not backward.

The second law of thermodynamics and the arrow of time were originally justified in
terms of probabilities; the argument was that a system with many atoms or particles is
much more likely to move into a more disordered state, even though it is physically possi-
ble to move into a more ordered state. We now know that the second law of thermodynamics
is much more fundamentally connected to the quantum process of decoherence. A system
of many wave interactions can be shown to move deterministically toward decoherence,
which leads to greater entropy of the whole system, without using any notions of wave-
function collapse or randomness, and without taking any position at all on the reality of
particles; the irreversibility occurs entirely on the basis of unitary wave-function evolution
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(a)

(a) Top: Several waves that have a high degree of coherence. Bottom curve: The sum of these waves. (b) Top: Several
waves with random phase shifts. Bottom curve: The sum of these waves.

in large quantum mechanical systems. Section 18.2 reviews the math of this. The only
exceptions we know of are systems that are restricted to only have a few degrees of free-
dom, in which case the system stays in the same state or goes through simple cyclical
motion,? and systems of many bosons that undergo enphasing due to stimulated transi-
tions (discussed in Section 21.1), such as lasers, superconductors, and superfluids. But
even superfluids eventually dissipate energy irreversibly to their surroundings (see, e.g.,
McDonald 2020).

To see why decoherence leads to irreversibility, consider a coherent wave moving across
a lake, which hits a rocky shore. As a thought experiment, we assume that the water has no
heat loss and no friction of any kind; in other words, we suppose that all the motion of the
wave proceeds deterministically. In a very short time after hitting a rocky shore, the wave
will have scattered into many little waves moving in all directions, as seen in Figure 6.3.
At this point, although no loss of energy or mass has occurred, the wave will effectively be
lost, or “dissipated,” because it has been spread around in many different, small motions.3

In principle, someone could arrange to have thousands of small waves, all started in the
lake in just the right way so that after some time, they added up to give the exact reverse

2 This is known as integrable motion; such systems can lead to very surprising behavior (see, e.g., Kinoshita
2006).

3 Some readers may be familiar with another example of wave dissipation which is much closer to the assumption
made here of no energy loss. A coherent laser light bounced off a rough surface such as a wall produces a
“speckle” pattern that is, to all intents and purposes, random. The light waves producing this pattern come
from reflected waves with very little energy loss into the wall.
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m Multiple random reflections of a water wave from rocks. (Creative Commons C0 Public domain.)

of the incoming wave, moving back outward. But for even a relatively small lake with just
a few random rocks, this would be nearly impossible to calculate and predict, even for a
person armed with a supercomputer. The two types of motion — coherent motion ending up
in dissipation into many scattered waves, and motion adding many small waves to assemble
a coherent wave — are completely different, leading to an asymmetry in regard to time. We
identify time running forward as associated with processes like this wave spreading out and
dissipating. The same thing happens when, for example, we speak to make a sound wave,
which is then absorbed in the walls of a room. No energy has been lost, but the sound has
turned into heat, which is made of many incoherent sound waves.

Although this type of dissipation process is natural in the world around us, scientists and
philosophers historically found it hard to reconcile with the equations of physics, whether
classical or quantum mechanical, because at the microscopic level, all of these equations
are time-reversible. It can be proven (see Section 18.1) that any finite system with unitary
time evolution must eventually return back to the same state that it started in, given enough
time. This is called the Poincaré recurrence theorem, after the French mathematician Henri
Poincaré.

Poincaré’s theorem might lead us to expect to see lots of reversible cycles. But even in
only moderately complicated systems, the time for a Poincaré cycle to complete can be
much longer than the age of the universe. And it may be that our universe is infinite or, at
least, large enough that most waves moving outward are never reflected back to us. In an
infinite system, Poincaré cycles do not occur. In an infinitely large lake with no rocks, for
example, a circular wave would simply keep spreading out forever, and never come back.

Our sense of time running forward, and the second law of thermodynamics, is therefore
directly related to wave radiation into the rest of the universe. Almost everything radiates
heat into outer space, where it can travel into the far reaches of space in the distant future.
Only if that radiation could all return to its starting point would a Poincaré cycle ever be
completed.

Decoherence by coupling a wave to a larger system also explains the irreversibility
of measurements performed by detectors. In Section 3.2, we discussed how an
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electromagnetic wave coupling to an electron can cause it to oscillate between two states,
spending time in a superposition of both, but eventually dissipation due to coupling to the
outside world will lead it to settle into a steady state.

But that isn’t the whole story of quantum measurements. The equations of quantum
mechanics allow for the final outcome to be a superposition of different quantum states.
As we saw in Chapter 3, though, detectors seem to make jumps into one or another possible
final state, and don’t stay in superpositions. How can we get these different outcomes?

6.3 Environmentally Induced Selection
- |

One of the most useful developments in the theory of decoherence has been to allow us to
define what we mean by a measurement, without needing to refer to human knowledge. In
general, measurements occur when there are interactions that lead to strong decoherence.

To discuss this in more detail, let us define some terminology. There are two ways that
interaction with a complicated, large environment can lead to irreversible behavior. One is
called a T7 process, in which energy is lost to the environment. In this case, the equations
of quantum mechanics give irreversible behavior that is easy to understand — things lose
energy until they settle down into the state of lowest energy, like a ball rolling down to the
bottom of a hill.*

In many cases, however, there are two or more available states with the same energy. In
this case, there is no process of energy loss that forces the system to go to one state or the
other. Irreversibility can still enter in, though, because the two states can become decoupled
from each other; that is, they can lose any well-defined phase relationship between them.
This is known as a 75 process.

One can visualize these two different types of processes by imagining two waves vibrat-
ing simultaneously on a guitar string, with two different frequencies (e.g., the main tone
and an “overtone”). In a T process, one of the waves (the overtone) will eventually dis-
appear, as shown in Figure 6.4(a), leaving behind just the lower-frequency wave. In a 75
process, after some time has passed, both waves will still be there, but there will have been
random fluctuations in their oscillations, as illustrated in Figure 6.4(b), so that there is no
predictable phase relationship of the two waves.’

4 Quantum physicists talk about irreversible processes like this as an increase of “entanglement entropy” (e.g.,
Calabrese and Cardy 2004) because the total entropy of the whole system, including the two wave states and
the environment, technically does not increase, but if one looks at just a subset of the whole system, one can
define a quantity that behaves just like classical entropy that increases.

5 These effects are often discussed in quantum mechanics using a grid known as a density matrix, which, for two
wave states, has the following form:

( Pl P12 >
;1 2 )’

where p11 = | 12 gives the fraction of energy in state 1, pyy = |¥; 12 gives the fraction of energy in state 2,
and p1p = Y| ¥ (which, for our purposes, has just the same information as py1) is the correlation function of
the two waves. If there are random fluctuations in the waves, this product will average to zero. If the two waves
keep a definite, coherent phase relationship, this product will average to a nonzero value. Section 14.3.2 gives
a mathematical model for 71 and 7, processes.
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(a) A pure T process, in which a wave decays away, giving its energy to the local environment. (b) A 7> process, in
which random phase shifts (seen here as quick accelerations of the wave oscillation) cause two waves to have no
definite phase relationship.
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A simple model of the evolution of a wave function in the presence of environmentally induced selection. The system
is assumed to have a fixed potential-energy landscape given by the heavy black line, with two local minima, plus
random interactions with an external environment. At time # = 0, a wave is localized at the center of the system,
with the intensity plotted by the top thin gray line. At later times, this wave evolves both lower in energy and also into
two wave packets in separate regions.

Now let us apply these concepts to a situation that resembles a measurement. Figure 6.5
illustrates a simple model in which a wave that starts at the center moves out into two
separate regions. When energy is lost to an external environment, the wave settles into
these two localized regions and does not return back to the center.

In one sense, this is still a single wave, made up of a superposition of two localized states.
However, the existence of 75 processes means that the two localized waves in the different
regions will have no definite phase relationship with each other. Effectively, they become
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completely decoupled from each other. The environment plus the specialized geometry of
the system have selected out two independent outcomes.

This is a model for what happens in measurements. Although the system obeys perfectly
unitary equations of quantum mechanics, there is an irreversible change into two decou-
pled possibilities. Wojciech Zurek has called this process einselection, for environmentally
induced selection, and has written extensively on the topic (e.g., Zurek 2005).

In real measurements, there is an additional step, in which the system collapses into just
one of the two final states, according to the Born rule. The unitary equations of quantum
mechanics can’t produce this outcome. But although einselection doesn’t take us the full
way to understanding why only one or the other happens, it helps enormously in defining
what we mean by a detector, or a macroscopic process that acts like a measurement. We
can define a measurement as any process that leads to decoherence of two or more different
outcomes. This might be a human-designed detector, such as a photomultiplier, in which an
excited state of an electron leads to an avalanche of electric current, while the nonexcited
state of the electron does not, but it can also be something that happens routinely in the
world. For example, a molecule may have a stereo symmetry, that is, a left-handed version
and a right-handed version, which are identical except that one is the mirror reflection of
the other. Both of these states of the molecule have the same energy, and therefore, in
principle, molecules like this could exist in superpositions of both states, but, in practice,
they never do, because interactions with the environment select out one or the other of these
two states, via the einselection process (Day 2009). The same thing presumably happens
when a gamma ray either does or does not hit a DNA molecule in a person’s body, causing
cancer.

6.4 Quantum Trajectories and Spontaneous Collapse
I —

Let’s take a step back and assess where we stand, when we take into account the mod-
ern understanding of decoherence. The following are well established in known quantum
theory:

e The irreversibility of measurements can be well understood as part of the gen-
eral irreversibility of large systems evolving according to the equations of quantum
mechanics.

e The selection of certain states as possible outcomes of measurements can be well
understood as a result of environmentally induced decoherence processes that are well
described by the equations of quantum mechanics.

On the other hand, there are some things that are not predicted by the equations of
quantum mechanics as we have them:

6 Living systems have many molecules that have this type of symmetry, but all the molecules of this type that
exist are the right-handed version. The origin of this asymmetry has been a mystery, akin to the symmetry-
breaking problem discussed in Section 7.4, because nothing would favor one over the other chemically, from
first principles, at the origin of life.


https://doi.org/10.1017/9781009261562.007

83

6.4 Quantum Trajectories and Spontaneous Collapse

e The equations of quantum mechanics imply that decoherence is accompanied by a vast
superposition of all possible outcomes, while our experience is that many systems jump
to definitely one or another of the possible outcomes, according to the Born probability
rule. The Born rule cannot be derived from the equations of quantum mechanics as we
have them, whether in the Copenhagen view, the many-worlds view, or any other view
that strictly adheres to the equations of quantum mechanics as we have them. Decoher-
ence theory does give a very suggestive result, however, that the relative weight of the
incoherent outcomes matches with the probabilities of the Born rule.

e The random quantum jumps predicted by the Born rule are accompanied in many cases
by nonlocal correlations, in which two or more detectors far away from each other coor-
dinate to give consistent outcomes; for example, if there is only one photon, only one
detector will undergo a jump in response to it. The equations of quantum mechan-
ics do not predict which detector will respond, but given the Born rule for quantum
jumps, the equations of quantum mechanics do accurately predict the measured nonlocal
correlations.

Quantum trajectories. In Section 5.4, we looked at the hypothesis of spontaneous col-
lapse as a way of understanding the Born rule. It is often the case in physics that things that
start out as “useful fictions” for theoretical calculations evolve over time into real things in
the minds of most physicists. This has been the case in the past with such things as action
at a distance, fields in a vacuum, atoms, and so on. In Chapters 1 and 2, we discussed how
quantum fields have become “real” in the minds of most physicists.

Something of the same nature has been taking place in the past decades in regard to
spontaneous collapse. A powerful theoretical method called quantum trajectories has been
developed that invokes spontaneous collapse as a “useful fiction.” In this approach, the
standard equations of quantum mechanics are solved to give the state of a system as it
changes over time, and then at random times during the calculation, jumps are made to
force the system into certain states, consistent with the Born probability rule. These jumps
don’t depend on any knowledge of any observer but occur under the same conditions of
environmentally induced selection discussed in Section 6.3. The mathematical details are
given in Section 19.4.

This calculation method was developed primarily to make the computations easier for
complicated systems. The scientists developing this method made no commitment philo-
sophically to the reality of the quantum jumps but just found that assuming their existence
made the calculations much easier and very accurate in describing real systems.

What if we make the leap that there really are spontaneous collapses, or jumps, in the
physical world, as the quantum trajectories method assumes? There are many appeals.
We would not have to worry about the mental gymnastics of “knowledge waves,” infi-
nite alternate universes, Bohmian particles that don’t move while they orbit atoms, or other
oddities. We know that it would give the right mathematical predictions, because the quan-
tum trajectories method already uses this as a useful fiction to give correct experimental
predictions.

The only drawback is that any quantitative theory of spontaneous collapse would require
an alteration to the equations of quantum mechanics as we have them now, and that is not
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so easy to do. Yet it is not far-fetched to suppose that the equations of quantum mechanics
are not complete. The present theory of quantum mechanics assumes that the behavior
of the universe is strictly unitary, so that superpositions of states remain perfectly in the
same superpositions, after trillions of interactions. This unitary time evolution is a type of
linear behavior. The experience of scientists and engineers, however, is that nothing we
encounter in nature is really perfectly linear — all of the linear equations we use are actually
approximations for things that are actually nonlinear to at least some small degree.

Linear and nonlinear behavior. In general, linear behavior means that two things are
proportional to each other, so that one can draw a line to describe the relationship between
the two quantities. For example, Ohm’s law in electronics says that the electrical current
that flows in a resistor is proportional to the applied force, namely the voltage of battery
or power supply. Figure 6.6 shows this relationship drawn as a straight line. But it is well
known that Ohm’s law is just an approximation, which breaks down under certain cir-
cumstances, for example, for very high current. Slight deviations of the actual data from
the linear mathematical rule, indicated by the way the dots in Figure 6.6 deviate from the
straight line, are a common experience for scientists and engineers.

A great number of equations of physics have linear behavior but are known to only give
that behavior over a certain range of conditions. For example, the optical properties of
some materials change when they are exposed to high light intensity. Not only that, but
even in vacuum, quantum theory gives nonlinear corrections to the optical wave equations
at very high intensities (see, e.g., Mourou 2011). Many other linear equations have had to
be adapted to allow new terms as experiments studied more extreme conditions.

The standard equations of quantum mechanics say that the frequency of oscillation of
a wave is strictly linearly proportional to the energy in the wave (for the math, see Sec-
tion 9.1). No exceptions are made, down to the tiniest length scale or largest energy scale.
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It would not shock most physicists to find that there is some small nonlinear term that has
been left out. However, such a term would have to be subject to some constraints. We can
list several conditions for a reasonable theory of spontaneous collapse, which would make
spontaneous collapse not just a useful fiction:

o It should conserve energy on average, if not in every instance. (It is already known to
be the case that energy conservation can be violated in standard quantum mechanics for
short periods of time, as discussed in Section 11.3.)

e It should not change the predictions of quantum mechanical equations for the behavior
of wave functions when decoherence processes are weak.

e It should agree with the Born probability rule, on average.
e It should explicitly allow for nonlocal correlations.

e In addition, most physicists would add another condition, which may be called an
aesthetic criterion: it should not seem especially “rigged” with unusual elements.

6.5 Quantifying Spontaneous Collapse

Various researchers have proposed models of spontaneous collapse, which are often called
GRW theories, after the work of authors Ghirardi, Rimini, and Weber (Ghirardi 1986, later
refined in Ghirardi 1990), or continuous spontaneous localization (CSL). Diosi and Pen-
rose have proposed that gravity may play an underlying role in causing the effect (e.g.,
Diosi 1989; Penrose 1996).

One approach posits that, on a random basis, the wave functions of particles change
from whatever they have been to a new, localized wave function, confined to some small
region in space. The place at which the localization happens is random, with a probability
given by the Born rule; that is, this type of localization is more likely to occur at places
with higher strength of the wave function. If many particles are bound together, the average
position of the whole set (the “center of mass” of the group) localizes in the same way, with
even greater likelihood, proportional to the number of particles involved.

There are some problems with this approach. First, the random localization is not related
to decoherence, which, as we have seen in the earlier sections of this chapter, play a major
role in modern measurement theory. Second, and perhaps more fatally, these theories do
not conserve the total energy of a system. Every time there is a jump to a localized region,
there is an effective motion of the particle, with an associated kinetic energy. This implies
a constant increase of the total energy over time, which acts like an energy source that
constantly heats things.” Yet conservation of total energy is a foundational assumption in
modern physics. Furthermore, recent experiments have looked for this energy source and

7 An astute reader might wonder whether the spreading out of a wave packet over time, which happens in normal
quantum mechanics and is known as dispersion, violates energy conservation in the same way. This is not the
case, because the mix of wavelengths in the wave packet are not actually getting longer; they are just getting
out of phase with each other.


https://doi.org/10.1017/9781009261562.007

86

Decoherence and Collapse

have not found it, which means that it must be smaller than the amount predicted by some
versions of the theory, if it exists at all (Donadi 2021).

Perhaps the greatest drawback, from the perspective presented in this book, is that the
spontaneous collapses give spatially compact objects that look suspiciously like little bil-
liard balls. As we have seen throughout this book, quantum field theory doesn’t require
such a view.

A field-theoretical approach. Chapter 20 describes my own work on spontaneous col-
lapse, which is based explicitly on treating the wave functions of quantum field theory as
real (Snoke 2021, 2022; Snoke and Maienshein 2023). In a nutshell, this proposal has the
following features:

e Every fermionic resonance tends to randomly pop into one of its two allowed states (“0”
and “1”) instead of staying in a superposition. (Fermionic resonances were introduced
in Section 2.4.)

e The probability of popping into one of these two states is proportional to two factors,
namely (1) the rate of decoherence, and (2) the strength of the wave function in each
of the two states. The first factor ensures agreement with the effects of decoherence
discussed earlier in this chapter, and the second factor ensures that the Born rule is
satisfied.

Energy is conserved in this model because it always selects between states with the same
total energy. This approach requires that we introduce nonunitary evolution into quantum
mechanics — as discussed in Section 6.1, a unitary theory cannot give random collapses of
the wave function. Of course, the Copenhagen interpretation of quantum mechanics also
assumes nonunitary behavior, but the nonunitary behavior in that case is “off the books,”
so to speak; it only comes in when we apply the Born rule affer evolving the wave function
using fully unitary equations.

This model is inspired by the behavior of classical nonlinear systems. This topic has been
extensively studied since the 1970s and has generated a great deal of quantitative theory,
including the theory of chaos, that is, deterministic systems that are nevertheless effectively
unpredictable (see Section 10.2), and biological systems with switching behavior (e.g.,
Heltberg 2016). A general feature of many of these systems is that adding two features,
namely nonlinearity and noise, can lead to “popping” behavior in which a system jumps
suddenly from one type of behavior to another. “Noise” here refers to random fluctuations
from an inhomogeneous, external environment. Figure 6.7(a) shows an example of the
well-known effect of “mode hopping,” in which a laser jumps randomly from one frequency
to another and back again, via a combination of nonlinearity and noise. Noise in systems
like this can act both to stabilize some states and to cause some states to jump away from
what seems to be stable behavior.

Figure 6.7(b) shows this same type of behavior for a single ion, held in isolation using
electromagnetic confinement. The state of the ion can be detected by its effect on the light
passing by it. Note that the data of Figure 6.7(a) is described by a purely classical model,
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(a) Mode hopping between two laser wave states, due to the purely classical effects of nonlinear coupling and random
noise. From Mork 1990. (b) Quantum jumps of a single ion held in a magnetic trap in vacuum, detected by its effect on
light emission while the system is continuously illuminated by a laser. From Sauter 1988.

with classical noise and nonlinearity, while the data of Figure 6.7(a) is from a quantum
system. Is it so far-fetched to imagine that the behavior of the quantum system may be, at
its root, caused by a similar mechanism as the classical example? Random noise is known
to exist in many quantum systems; as we discussed in Section 6.3, quantum systems expe-
rience noise when they encounter large, macroscopic systems. And, as argued at the end of
Section 6.4, physicists generally expect that there will always be some tiny nonlinearities
in any real system.

As shown mathematically in Chapter 20, this combination of noise and nonlinearity
can give the type of nonunitary “popping” behavior seen in quantum detectors. The non-
linearity introduced for this model is not of the type seen in well-known interactions of
different fields, such as nonlinear optics, discussed in Section 14.5. The nonlinearity intro-
duced for this model introduces nonunitary dynamics, in which noise in the system (i.e.,
time-varying fluctuations due to inhomogeneity in the environment) is amplified to give a
definite collapse into one particular outcome or another.

This model allows us to understand the beamsplitter experiments discussed in Sec-
tions 4.1 and 6.1 in the following way. After a photon wave is split at a beamsplitter, there
will be a superposition of an electron in an excited state in two different detectors. Each
of these two overall states has the same total amount of energy. If the type of nonlinear
process assumed in this model occurs, then decoherence will cause an electron in one
of the detectors to pop into a definite state instead of remaining in a superposition. Either
one or the other of the detectors will register a count. The nonlocal correlations of quantum
mechanics will then ensure that, if one of the electrons pops into a specific state, everything
elsewhere that is associated with that state must fall into place consistently, also.
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6.6 Living with Nonlocality

The model of spontaneous collapse described in Section 6.5 has the advantage of explain-
ing the randomness of jumps, but it doesn’t remove the nonlocality of quantum mechanics.
Can we live with that?

Nonlocal correlations are strange because they defy our normal expectations for causal-
ity. But keep in mind that our sense of causality itself depends on the effect of decoherence.
As discussed in Section 6.2, our sense of time, in which we put causes before effects,
arises from the irreversibility that comes from decoherence, which scrambles waves and
doesn’t reassemble them. Therefore, one can say that the quantum wave theory is a more
fundamental concept than causality.

None of the various interpretations of quantum mechanics eliminate the problem of
causality and nonlocality. In particular, the Copenhagen interpretation, the increasingly
popular many-worlds hypothesis, and the spontaneous collapse model discussed in the
previous section all have problems for our intuition about causality.

Consider the two diagrams shown in Figure 6.8, which are called space-time diagrams.
Lines on this type of graph indicate the paths of objects through space and time, which
are known as world lines. Figure 6.8(a) shows the experiment in Section 4.3, in which
two photons are sent in opposite directions, from the perspective of someone who is at
rest with respect to the two detectors. The world lines of the two detectors are the gray,
fuzzy lines. As seen by a person who is sitting at rest relative to the two detectors, each
of these world lines moves straight upward on this diagram, which corresponds to moving
forward in time but not in moving in space. The two possible paths of the light going out
from the beamsplitter are shown as the solid black lines. The slope of these curves, which
shows the distance traveled in a given amount of time, is determined by the speed of light.
In Figure 6.8(a), the detector on the left is a little bit closer to the source, and registers a
photon at time ¢#1, before the second detector records a photon at time #,.

Now consider the same set of events as seen from a different perspective. Figure 6.8(b)
shows the same set of events as seen by an observer moving past the detectors at high speed.
The equations of relativity (known as the Lorentz transformations) tell us exactly how to
transform the perspective of Figure 6.8(a) into this one. An odd implication of the theory of
relativity is that, if two events occur far enough apart in space (called spacelike separation),
the laws of Einstein’s relativity imply that observers moving at different velocities will have
different experiences of which of the two events happened first.

In this perspective, the detector on the right encounters the path of a light pulse first, at
time #,. From the point of view of the person in the frame of reference of Figure 6.8(b), the
sequence of events is that the detector on the right detects a photon, which then controls
what outcomes can be measured by the detector on the left.

Suppose that there are two people, each locally observing one of the detectors. In the
Copenhagen approach, we would say that in the perspective of Figure 6.8(a), the knowledge
of the person on the left forced a collapse of the person’s experience on the right. But in
the perspective of Figure 6.8(b), the knowledge of the person on the right forced a collapse
of the experience on the left!
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“World diagram” of a sequence of events, starting with a source that creates a nonlocal correlation, with two
subsequent detection events. The diagonal black lines in each diagram give the “light cone,” which contains all of the
events that can be causally connected to the source. The histories of two detectors are plotted as the fuzzy gray paths.
Both diagrams represent the same set of events from different perspectives. In perspective (a), the detector on the left
triggers first, which then determines what the detector on the right can detect. In perspective (b), for an observer
moving rapidly past the two detectors, the detector on the right triggers first, which then controls what the detector
on the left can record. All observers agree on the events that happened but cannot agree on an absolute definition of
time by which they could order the events.

The same problem arises for models of spontaneous collapse. Suppose we adopt the per-
spective of Figure 6.8(a) and say that the detector on the left feels a local fluctuation that
causes it to commit to one outcome instead of another. The nonlocal correlations of quan-
tum mechanics imply that this collapse immediately leads to the collapse of the detector
on the right, as well. But if we changed perspective to that of Figure 6.8(b), we would say
the reverse — that a local fluctuation at the detector on the right instigated both detectors
to collapse. There would be no disagreement about the events that happened, nor any disa-
greement about the probabilities — the probability of getting a count on the right is equal to
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the probability of not getting a count on the left — but there would be disagreement about
the causality, namely which event really caused the other.

The many-worlds hypothesis has the same causality problem. We can ask: “When does
the splitting of the two worlds occur, from the perspective of the observers?” It cannot
occur when the photon leaves the beamsplitter in a superposition state, because that would
be equivalent to each of the two worlds having a hidden variable that makes the photon def-
initely commit to one or the other state before being detected. We know from Section 4.3
that this gives incorrect predictions for the experiments. Instead, in the many-worlds inter-
pretation, the divergence of the experience of one world or the other occurs when there is
strong decoherence, that is, when a detector with macroscopic size is involved. But this
takes us to the same problem as the Copenhagen and spontaneous collapse approaches. In
the perspective of Figure 6.8(a), we would say that the universe was split into two due to
the action of the detector on the left, and the detector on the right just followed along, while
in the perspective of Figure 6.8(b), we would say that the detector on the right caused the
split. Because the splitting of the universe depends on the actions of the detectors, which
can be as far apart as we like, an event at one detector can control the splitting that occurs
at the other, even when no signal can have traveled at the speed of light or less from one
detector to the other. The issue of nonlocality in the many-worlds approach is discussed
with more mathematical detail in Section 16.2.2.

The bottom line is that every version of quantum mechanics that agrees with the exper-
iments has nonlocal correlations that give us headaches when we think about their causal
relationship. Causality is so much part of our experience that it is hard to even think or
talk about something like nonlocal correlations. Yet, as discussed in Section 6.2, causality
depends on the direction of time, which we define by having that causes precede effects.
Therefore, the direction of the arrow of time is a consequence of irreversibility, and irre-
versibility is a result of decoherence. We thus see that causality is just a special case of the
more general effect of decoherence in quantum mechanics.

The quantum field as a drumhead. Let’s go back to the diagrams of Figure 6.8 and
think anew. The diagonal, black lines indicate the light cone, which contains all the points
in space that can be reached from the source by a signal traveling at the speed of light
or slower. According to quantum field theory, in the perspective presented throughout this
book, the quantum field exists everywhere in space and time, including the inside of this
light cone. The quantum wave function of this field gives the amplitude of the field oscilla-
tions at every point in space and time, from which we deduce the probabilities of detecting
single particles. The wave function of the quantum field also contains more information
than this: it also provides all manner of correlation functions of the wave at different points
in space.

If we change our relativistic point of view, as was done in going from Figure 6.8(a) to
Figure 6.8(b), all these field values are mapped to some new values by the well-defined
equations of relativity.®

8 Penrose and Didsi (e.g., Penrose 1996, 2002, 2014; Didsi 1987, 2022) have pointed out that this mapping is well
defined only if there is a well-defined curvature of space—time, when general relativity is taken into account.
The ambiguity of defining the curvature of space—time when there is a macroscopic superposition of matter is
the basis of their argument that macroscopic superpositions that lead to different curvatures cannot be stable,
and therefore spontaneous collapse must occur.
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Instead of thinking of objects moving through empty space, it is better to think of the
quantum field inside the light cone in Figure 6.8 as a continuous sheet like a drumhead. At
one end, the source is like a drumstick that bangs on that drumhead, and at the other end
are two regions with friction, corresponding to the detectors. The whole drumhead finds a
way to oscillate, given these constraints.

No matter which relativistic perspective we take, the quantum field as a whole contains
the correlation information introduced at the source. This correlation is not without cause:
it was caused by the source, which is causally connected to everything within the light cone.
The field as a whole responds to the interaction of the light with both detectors. Instead of
worrying about the causality of single particles, we can adopt the perspective that the entire
field is responding to its constraints.
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Quantum Mechanics and Our View of Reality

Many expositions of quantum mechanics present a view in which our sense of reality is
undermined; we are told that quantum waves are not really there, or that things remain
only in a state of potentiality until we look at them, and so forth. From all we have seen so
far in this book, what views are really required by the data? What does quantum mechanics
say about the nature of reality?

This takes us to the point of intersection between physics, philosophy, and religion.
Physicists have a long history of “kibitzing” on the topic of religion. This can occur in
two different ways. On the one hand, some physicists have argued against the need for reli-
gion by saying that the physical world is all there is, and that there is nothing more. As
a variation of this, some argue that, while a spiritual realm might exist, there is never a
need to invoke its existence to explain any of our experience, in which case the principle of
Ockham’s razor would imply we should dismiss religion as irrelevant. As physicist Stephen
Hawking famously asked, “What place, then, for a Creator?”” (Hawking 1988).

On the other hand, some physicists have argued that quantum mechanics supports certain
types of religious views. As we have seen, in some formulations of quantum mechanics,
the human mind plays a crucial role in a way that cannot be explained by any physical
law. This has led to many authors invoking quantum mechanics as evidence for a spiritual
reality. We need to be careful, however, not to make quantum mechanics say more than it
really does.

7.1 The Tao of Copenhagen

93

In the 1970s and 1980s, several books about quantum mechanics appeared that caught
the popular imagination.! These presented a view that integrated quantum mechanics with
eastern religion, especially Zen Buddhism. They went a long way toward establishing an
intellectual foundation not only for Zen Buddhism, but more generally for the movement
known variously as new-age spiritualism, neo-paganism, spiritual mysticism, or just “spir-
ituality.”” Many people now believe that the physical theory of quantum mechanics firmly
establishes a mind—spirit-matter connection. This view was popularized in the 2000s by
the movie What the Bleep Do We Know?, connected to the Ramtha School of Enlighten-
ment, which promotes transcendental mediation. That movie not only insisted that quantum

I In particular, Capra 1975, Zukov 1979, and Talbot 1983.
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mechanics proved their views but also expressed anger that anyone in the modern world
would disagree.

The argument of these books essentially amounts to the following. First, it is assumed
that the Copenhagen interpretation of quantum mechanics, discussed in Section 4.4, is
absolutely proved by the experiments. The authors can’t exactly be faulted for this, since
it was the prevailing paradigm in physics throughout the second half of the twentieth
century.

Second, based on the notion of fields as “knowledge waves” in the Copenhagen inter-
pretation, a special role is seen for human consciousness. Human knowledge, in this case,
is not just a passive observation of an external reality but actually a creator of reality out
of a realm of the merely possible. As Fritjof Capra wrote:

Quantum theory thus reveals a basic oneness of the universe. It shows that we can-
not decompose the world into independently existing smallest units. As we penetrate
into matter, nature does not show us any isolated “building blocks,” but rather appears
as a complicated web of relations between the various parts of the whole. These rela-
tions always include the observer in an essential way. The human observer constitutes
the final link in the chain of observational processes, and the properties of any atomic
object can be understood only in terms of the object’s interaction with the observer.
(Capra 1975)

There is a materialistic version of this role of the observer, which is that observers are
so big that they always have effects on the microscopic systems that quantum mechanics
deals with. This perspective breaks down, however, when we realize that many quantum
mechanical systems can be quite large. For example, as pointed out by the physicist George
Uhlenbeck many years ago (Uhlenbeck 1973), superfluids can be macroscopic enough to
fill a bucket or a vat, and yet have well-defined quantum wave-function properties such
as phase. (The properties of superfluids are discussed in Section 8.5.) Furthermore, as dis-
cussed in Section 4.5, very large water waves or sound waves are in fact macroscopic states
of phonons, and could exist in very large superpositions of different phases, for example,
a superposition of the water at both a crest and a trough. The Copenhagen interpretation
therefore does not simply say that observers are always very large and therefore disturb
small systems. It says that the act of knowing, itself, causes collapse of quantum waves,
even waves much larger than the observer.

Third, from this connection between the knowledge of the observer and the physical
world, some authors have gone on to conclude that free acts of human choice can change
the course of nature. This is not just the choice to exert some kind of physical force but
also the pure act of knowing or thinking, itself. This opens the door to all kinds of beliefs
in extra-sensory perception (ESP), bending reality to our will by simply wishing it, and
so on. Such things are clearly not part of the Copenhagen interpretation, but because the
Copenhagen approach seems to imply a mind—matter connection, some people see ESP
and such as the natural next steps.

Christian and other theistic philosophers have also used the Copenhagen interpreta-
tion to draw religious conclusions. While they would not ascribe to humans the ability
to bend nature to our will just by thinking, they have sometimes taken the requirement for
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an observer in the Copenhagen perspective to imply the existence of a cosmic Observer or
Mind outside the physical world, which can be equated with God.?

Postmodernism and quantum mechanics. With less explicitly religious overtones,
quantum mechanics has also been used as a foundation for postmodernism in philoso-
phy. This view says that we cannot know any truth objectively; instead each person creates
his or her own meaning based on value choices and commitments. As sociologist Dan
Handelman wrote:

No longer may we assume with ease that nature (and culture) exist “out there,” to be
mapped and discovered without evaluating our own roles and operations at one and the
same time. The particle physicist, Werner Heisenberg . .. put it this way: “When we speak
of a picture of nature provided by contemporary exact science, we do not actually mean
any longer a picture of nature, but rather a picture of our relation to nature.” (Handelman
1998)

This perspective does not explicitly say that people control reality with their thoughts,
but it invokes the lack of reality of the wave function in the Copenhagen interpretation of
quantum mechanics to argue that the physical world is only in a state of mere possibility,
without firm reality, until someone gains knowledge of it. This is sometimes argued as
due to the inevitable effects of the observer on the observed world. Of course, a classical
physicist would also have said that people affect the world by their actions, including in
their experiments to observe things, but in the Copenhagen interpretation, the world is
viewed as much less concrete, changed dramatically by our mere knowledge.

In the 1990s, physicist Alan Sokal created a firestorm when he published a “hoax” arti-
cle in a prominent postmodernist journal (Sokal 1996).3 In this article, he argued along
postmodernist lines against belief in reality itself, invoking quantum gravity. He then pub-
licly retracted the article and argued that it proved that postmodernism is bankrupt. As he
argued later, if one is going to be a progressive opposing nuclear weapons, it matters very
much whether nuclear bombs are real and can kill people!

Probably the most effective response to Sokal was an article in Physics Today by Mara
Beller (1998), pointing out accurately that the founders of the Copenhagen view could well
be described as promoting the same postmodern views that Sokal mocked. Much of their
writing indeed seems mystical, such as the following quotes by physicist Niels Bohr:

Everything we call real is made of things that cannot be regarded as real. (Bohr 1938)

The opposite of a correct statement is a false statement. But the opposite of a profound
truth may well be another profound truth. (Bohr 1968)

It is wrong to think that the task of physics is to find out how nature is. Physics concerns
what we say about nature. (Bohr 2000)

The founders of the Copenhagen view do seem to have engaged in some very fuzzy
thinking. But as one wit responded, they can be forgiven their philosophical vagueness,

2 For example, William Lane Craig (1996) has written, “Why must the observer be human? Could God act as
a Cosmic Observer, who collapses the wave-function in any measurement, or who would collapse any wave-
functions in the universe with respect to any possible measurement?”.

3 For an extended discussion of the debate, see Tauber 2009 and my review of Tauber’s book in Snoke 2011.
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because they also created the physical theory that led to modern technology, computer
chips, and so on, while postmodern philosophers have only produced some obscure poetry
and plays! In fact, the founders of quantum mechanics were themselves influenced by early
currents of thought that eventually became postmodernism, especially by the philosopher
Hegel, who promoted the idea of “synthesis” of apparently contradictory concepts, and by
Nietzsche, who promoted the idea of the “superman” creating his own truth.

Postmodernism does not require a religious perspective, but it is often used to support
religious or spiritual claims like those described at the beginning of this section, because it
supports the idea of choosing what we want to believe, instead of asking what is really true
about the world, whether we like it or not. As Gary Zukov said:

According to quantum mechanics there is no such thing as objectivity. We cannot
eliminate ourselves from the picture. (Zukov 1979)

We are in the greatest evolutionary transformation in the history of our species. We are
expanding beyond the five senses. We are becoming aware of ourselves as immortal souls,
as powerful creators and co-creators. We are becoming aware that we experience what we
create, and there is no escape from that. (Zukov 2019)

These notions, sometimes not seen as “religious,” but merely “spiritual,” have become
deeply accepted by much of the population. Although many who hold these views do not
explicitly study or invoke quantum mechanics, there is a general sense that it somehow
gives support to this view of the world.

How sure can we be of the Copenhagen view? These religious and philosophical
views already discussed rely heavily on the assumption that the Copenhagen interpre-
tation of quantum mechanics is correct. But as we have seen in previous chapters, it
is far from proven that the Copenhagen interpretation itself is correct; in fact, it is not
even clear whether it is currently the majority view among physicists; alternatives such
as many-worlds, Bohmian pilot waves, and spontaneous collapse have increasing numbers
of adherents. We therefore would do well to not build whole structures of religion and
philosophy based on the Copenhagen view.

If the spontaneous collapse hypothesis is true, then we have a much more mundane pic-
ture of the natural world. There would still be some uncomfortable implications of quantum
mechanics, namely that some things are unpredictable and some things have nonlocal cor-
relations, which makes it difficult to write down a clearly established causal chain for every
set of events. But an explicit role for human (or other) knowledge in the behavior of the
physical world would be the same as any interaction with a macroscopic object in shaking
out quantum superpositions into one of several possible outcomes.

Unpredictability of events is not philosophically difficult; it is already known that purely
classical systems can lead to effectively unpredictable behavior. As shown in Section 10.2,
it is possible to construct a perfectly deterministic system, called a chaotic system, in which
a later outcome cannot be predicted unless one has perfect knowledge of the original state,
which is never the case in scientific experiments. This is simply a result of hypersensitivity
of a system to its initial conditions.

As we saw in Chapter 6, nonlocality is a much more problematic concept than ran-
domness. Solving the nonlocal correlation problem was one of the main motivations for
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the Copenhagen view, originally — if “knowledge waves” are not real, scientists at the
time felt that it doesn’t matter if they have faster-than-light behavior. But as we saw in
Section 6.6, the Copenhagen interpretation doesn’t solve the nonlocality problem of cor-
relations between random events happening faster than the speed of light. Since causality
problems still exist with the Copenhagen framework, this removes much of the motivation
for holding to it.

A minimalist Copenhagen view. Suppose, however, that the Copenhagen interpretation
is correct, and that there is something about knowledge that is truly off the books of the
equations we use for the physical world. How many of the spiritual and philosophical
claims discussed at the beginning of this section would necessarily be implied?

A “minimalist” Copenhagen view could look much like the spontaneous collapse view.
In this approach, every time a conscious being gains knowledge, the nonphysical whatever-
it-is, which we can call “spirit” as shorthand, could just act to supply a random kick toward
one state or other, without any conscious activity of the observer. The wave functions of
quantum mechanics could still be real, with macroscopic superpositions, but this extra little
trigger would lead to collapse into certain states. This would allow macroscopic superpo-
sitions of objects which then disappear upon observation, but not Schrodinger’s “cats,”
because cats (presumably) are conscious observers.

As with the spontaneous collapse view, randomness in this minimalist Copenhagen
view would merely reflect our ignorance about whatever fluctuations are coming in from
the nonphysical, spirit world, which could have its own set of deterministic rules. Even
knowledge-based collapse, as strange as it is, does not imply that people can change reality
by an act of will.

The many-worlds hypothesis and reality. As discussed in Chapter 5, some physicists
consider the many-worlds hypothesis a viable alternative to the Copenhagen view. The
many-worlds approach strictly rules out the Copenhagen view of quantum waves as unreal;
it treats the waves as entirely real, and every wave superposition as lasting forever, no
matter how small one fraction might be.

The viability of this view gives us another reason to not put too much weight on the
Copenhagen interpretation, with its emphasis on human knowledge, but it has its own
strange implications for how we think about reality. Instead of having reality exist only in
state of possibility until we look at it, the many-worlds view says that every possible reality
happens.

As we saw in Section 5.1, there are many reasons to doubt the viability of the many-
worlds view, not least of which is that we have no evidence whatsoever of any alternate
universes.

The bottom line is that, as strange as quantum mechanics is, it need not be taken as so
very strange. We can distinguish between things that are required of any workable the-
ory of quantum mechanics, in particular randomness and nonlocality, and things that are
hypothesized in the context of explanations for these, such as Schrodinger’s cats, the non-
reality of things until someone looks at them, parallel universes, and so on. While some
people may find one or more of these to be credible for various reasons, we cannot say that
they are proven or even strongly evidenced by the equations and experiments of quantum
mechanics.
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7.2 Free Will and Quantum Mechanics
|

When we think about reality, of course a large part is our view of ourselves. Some authors
have invoked quantum mechanics to explain the free will of human consciousness. The
argument goes essentially as follows: (1) If there is a cause for our choices, then we are
not morally responsible for them. (2) But we are morally responsible, and feel that we
make free choices. (3) Therefore, there must be some way for our choices to have no cause
whatsoever. (4) Quantum mechanics supplies this because random things happen without
any cause.* Let’s look at each of these premises closely, in reverse order.

Regarding premise (4), as we have seen in this book, it is far from clear that quan-
tum mechanical processes are “purely” random. It may be the case that the randomness
of quantum mechanics is like that of the classical chaos discussed in Section 10.2; that is,
deterministic behavior that is extremely sensitive to its initial conditions, so that it is effec-
tively unpredictable to anyone without perfect omniscience. The proposal of spontaneous
collapse presented in Chapter 6 may involve this same kind of deterministic randomness.

One argument that the randomness of quantum mechanics cannot be like this is that
experiments done with identical particles can give different results. But it is very hard
to prove that two experiments were done truly identically. Even if the particles being
tested could be proved to have exactly identical initial conditions, any detectors involved
in the experiment would have millions of interacting particles that would be hard to put
into exactly the same initial conditions for each experiment. Since a complete experiment
involves decoherence due to interaction with a macroscopic detector of some sort, the
whole system must be truly identical from one measurement to the next in order to prove
that the exact same conditions gave two different outcomes.

Some would assert as an axiom, however, that the randomness of quantum mechanics
has no cause. It is not entirely clear what this could mean. One way to imagine it is by
analogy with classical chaos. In a system with classical, deterministic chaos, we can define
some range X of the initial conditions that leads to a range Y of the final outcome. If we
want to predict ¥, we will need to know that the initial conditions are within the range X.
When a system is very sensitive to its initial conditions, the range X could be very small —
the more sensitive the system, the more accurate our knowledge of the initial conditions
must be. One could argue that, in a “perfectly” random system, the range X is zero for
every outcome Y — that is, there is no level of accuracy of knowledge of the initial state
that will allow the prediction of Y.

This brings us to premise (3). If such “perfect” randomness existed — a perfect random
number generator, so to speak — would it help us to feel more morally free? Why? Should
I feel better about my decisions being the result of a random number generator than if they
are the result of some other type of machine?

4 For example, Roger Penrose (1996) has suggested that the spontaneous phase symmetry breaking that occurs
in Bose—Einstein condensation (BEC) may have an analog in the human brain, which allows us to go beyond
what deterministic machines can do. See Section 8.5 for a discussion of Bose—Einstein condensation, and
Section 7.4, which discusses spontaneous symmetry breaking.
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There are only four possibilities when it comes to our choices: (a) our choices are
determined by an easy-to-predict mechanism, (b) our choices are determined by a hard-to-
predict mechanism, (c) our choices are determined by an impossible-to-predict mechanism,
or (d) our choices are godlike, an eternal uncaused cause. In the case of option (d), there is
no logical problem with an uncaused cause, as theologians and philosophers have known
for centuries (see, e.g., Sproul 1984), but such an uncaused cause must either be God or
must be outside the domain of control of God. Every being with uncaused free will would
be at the level of God, in a sort of polytheistic universe.

If it is not the case that we are gods and have forgotten it, then one of the first three
possibilities (a)—(c) must be true, but all three of these collapse into the same category. In
each case, something outside myself is the cause of my state. The only real question then
is whether the ultimate outside cause is impersonal and machine-like (whether random or
predictable), or an intentional being, which we can call God.

All of the same considerations apply even if part of me exists in a parallel spirit world,
unobservable in the natural world. Some philosophers have argued that having an immate-
rial, spiritual nature gives us free will (e.g., Moreland 2009). But if there is such a parallel
domain, we still have to ask all the same question: Is that spirit world ultimately gov-
erned by predictable laws, by unpredictable random events, or by a God with purposeful
intentions?

Being controlled by a random number generator doesn’t make me feel especially more
free than being caused by a predictable set of laws, or by an intentional God. Let us there-
fore take a step back to premises (1) and (2) at the beginning of this section. Premise (2)
seems obviously true, that we do have a moral nature. Some determinists have argued that
morality is an illusion, but as C. S. Lewis and others have argued (e.g., Lewis 2009), no one
seems able to hold that view consistently. We all get mad when someone does something
to oppress us or marginalize us. When we do, we can’t feel that the person was just the
product of amoral forces. We may not use the language of morality, but if not, we use the
words of disease and sickness just like the words of morality: “That person is sick/”

That leaves us with premise (1). Is it possible to define a moral nature in such a way that
prior causes don’t invalidate it? Many thinkers have wrestled with this question, notably the
American theologian Jonathan Edwards (1997) and British brain scientist Donald Mackay
(1980).°

We can start by asking why causation matters so much to us in the first place. Our
thinking about our moral nature can be illustrated by the diagram in Figure 7.1. When we
think of a free choice, we think about having a desire for one option over another, and acting
on it. If, after that, something outside me swoops in and subverts my intention, bringing
about a different outcome from the one I wanted, I feel my freedom has been thwarted, and
I am not responsible for the outcome.

5 See also Feinberg 2018 and Chalmers 1996. In theological terminology, the perspective of Edwards and Mackay
is called Calvinism, as opposed to Arminianism, the perspective that human free will is beyond the causal
power of God. As discussed here, Arminianism reduces to either the notion of people as godlike or that they
are ultimately controlled by impersonal natural phenomena such as quantum mechanical fluctuations (see, e.g.,
Sproul 1986; Hunt 2004; Packer 2008).
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We rarely ask ourselves, though, why we wanted what we wanted in the first place. We
take our desires as a given; indeed, if I did not want what I want, as my highest goals, 1
would be a different person.

We can therefore ask: Given who I am, do I have a domain of control over which I can
affect outcomes based on my desires and choices, as illustrated in Figure 7.1? The answer,
empirically, is clearly yes. People do make choices. This is not incompatible with saying
that at a deeper level, who I am, including what I desire, is not something I created entirely
myself. There could have been causes that made me who I am, which do not remove the
real existence of my domain of control now that I exist. In this case, I can still say that I am
free if | have a domain of control.

This question, of course, is the subject of much debate not just about humans but also
about the artificial intelligence (AI) community. We can be confident that the machines we
make do indeed have actions determined by the laws of nature (even if they involve random
number generators). Does this rule out automatically that they can never have free will? The
above discussion indicates that we cannot categorically rule out that they could.® But it may
be that people never accomplish the task of making such Al systems; although computer
systems can accomplish many tasks when they are well-defined, progress toward anything
that really copies human thought remains abysmal. The reason may not be because there
is an intrinsic problem in being made of physical stuff. The problem may simply be that
engineers and biologists have consistently underestimated the complexity of the human

6 Hofstadter (1979) argues that the complexity of human thought processes, akin to classical chaos, could give
free will even in an overall deterministic system, and that the same could occur in an Al system.
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brain and body. We typically think of machines as complex if they involve 10 or more
different levels of hierarchy — in computer language, for example, this might correspond to
a subroutine that invokes another subroutine, which invokes another, and so on, 10 levels
deep. What if humans have 100 levels of hierarchy, or 1,000 or more? Modern biology is
constantly uncovering amazing and subtle aspects of living systems and brains.

In summary, it is far from proven that quantum mechanics is not deterministic; it could
just involve extremely unpredictable processes, like classical chaos. And it is far from
clear that, if it did involve some type of “pure” randomness, it would enhance our sense
of self. Our fear of being “machine-like” is mostly based on our experience with relatively
simple machines. Perhaps extremely well-designed, complex, deterministic systems should
be described as artworks, not machines. Those exquisite artworks could still have freedom
within their domain of control.

7.3 Can Quantum Fluctuations Create Something from Nothing?
|

Another deep question about reality is, “Where did it all come from?”” Many authors (e.g.,
Ross (1995); Davies (2008); Collins (2013)) have written on the history of physics and
astronomy that led to the establishment of the Big Bang in the history of the universe, and
the philosophical issues that came with it. There was initially strong opposition among
physicists to the Big Bang theory, and only overwhelming empirical evidence convinced
the scientific community to adopt it.

The primary opposition to the Big Bang theory can be called aesthetic in nature. For
centuries, those studying the natural world have looked for, and often have found, aspects
of the laws of nature that they have considered “beautiful.” It may be surprising to some
non-experts that physicists can consider their mathematical equations and theories to be
beautiful, but often they do. In fact, quite often one theory is preferred over another mainly
because it is more “elegant,” even if both describe the same data, or even if the more elegant
theory doesn’t explain the data quite as well.

It is hard to define exactly what makes a theory aesthetically appealing to physicists,
but two ingredients are symmetry and simplicity. The second aspect, simplicity, has some
overlap with the principle of Ockham’s razor, which states that theories are to be preferred
if they do not have lots of complicated exceptions and elements invented just to fit the
experimental data. This reflects in part the sociological fact that people who don’t really
understand something tend to make up stuff as they go along. This bias toward simplicity
also reflects in part the expectation in western civilization historically that God would cre-
ate things well, without a lot of patch-up jobs. It also reflects some degree of utility, that
simpler theories are easier to remember and to use than complicated ones.

The other aspect of a beautiful theory, symmetry, has also been a driving aesthetic force
in the science world. This bias goes back to the philosophy of Plato in ancient Greece
that supposed the existence of a world of pure ideas, or “Platonic ideals,” that have their
own existence whether or not a physical world exists to embody them, and perhaps even
generate the physical world.
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The use of the symmetry aesthetic has a mixed record in the history of science. In the
days before Kepler, many astronomers assumed that the orbits of the planets must be per-
fect circles, because circles are properly symmetric. This view was supported by the fact
that their orbits are very nearly circular, but in the end, the observational data showed that
they could not be perfect circles. This led to years of counterproductive attempts to fit
the data with circles inside of other circles, the notorious “epicycles” (see, e.g., Gingerich
1975). Newton’s laws were celebrated, in part, because they replaced this type of symmetry
with other types of symmetry — instead of things moving in circles, his theory presented
a universal law in which every force has a balancing, equal and opposite force, and the
strength of each force is proportional to the surface area of a perfect sphere with a radius
given by the distance between two objects.

Newton’s laws were so successful that later scientists and philosophers, such as Laplace,
argued that they were self-evident absolutes. Of course, Newton’s laws had to be modified
by Einstein, but Einstein’s laws have a type of symmetry of their own. As discussed in
Sections 2.7 and 13.2, Paul Dirac was a strong believer in aesthetic symmetry arguments,
and out of this bias he came up with the successful prediction of the existence of antimatter,
as well as the symmetric relationship of fermions and bosons in quantum field theory that
has been verified in many experiments (discussed mathematically in Section 13.1). More
recently, some physicists have searched for “magnetic monopoles,” which would be a type
of magnetic charge that played a symmetric role to that of electric charge in the equations
of the electric field, but so far, the experiments looking for this have failed.

The opposition to the Big Bang hypothesis came in large part from this symmetry aes-
thetic; the famous astronomer Arthur Eddington, for example, considered the idea of a
beginning “repugnant.”’ It seemed to most scientists in the early twentieth century that
the most appealing scenario for the history of the universe was an eternal universe, with
the same average properties at all times. The observational data couldn’t be made to agree
with that simple view, however, and over the next several decades it became clear that
there was a beginning of the universe. This still bothers many physicists, again, mostly
for aesthetic symmetry reasons, and for this reason there have been various proposals to
embed our finite-lived universe inside a much larger, eternal “macroverse” (see, e.g., Linde
1987; Collins 2013). In this scenario, universes like ours pop up and then decay inside a
larger macroverse like bubbles in a glass of seltzer water, while the average behavior of
the macroverse stays the same. It is hard to define “time” in such a scenario, but in gen-
eral these models still have some parameter which extends infinitely and eternally, that has
the type of symmetry envisioned for our universe by people like Eddington before the Big
Bang model came along.

It is beyond the scope of this book to survey theories of cosmology. But in general, all
of the proposed models of cosmology have a fundamental problem: for aesthetic reasons,
physicists want to have perfect symmetry of some sort, while our universe is manifestly not
symmetric — the stars in the night sky are not symmetrically distributed, nor are the trees

7 LeMaitre said, “Sir Arthur Eddington states that, philosophically, the notion of a beginning of the present order
of Nature is repugnant to him” (LeMaitre 1931).
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Dark line: A matter wave function in a bowl-like region of the potential energy, or “trap,” shown as the gray line.

in a forest, or almost everything else. How can we get something so nonsymmetric from
something perfectly symmetric?

Quantum fluctuations. To solve this symmetry problem, some cosmologists have
invoked the idea of a quantum fluctuation to make something happen in a perfectly sym-
metric universe. Some authors have called this “something coming from nothing” (e.g.,
Krauss 2012), although as discussed in Section 1.4, the quantum field that has the purported
fluctuations is not “nothing;” it is very real.

Many physicists talk loosely of quantum fluctuations as though they produce spontane-
ous time-varying behavior. Let’s discuss exactly what is meant by this term.

In general, a wave function can have a spread of nonzero amplitudes across some range
of values of a parameter. For example, Figure 7.2 shows the wave function of a matter
wave in a confining region, sometimes called a “trap.” Suppose that we could investigate
this wave function using a needle-like detector that gives a yes-or-no particle detection
event at any value of x that we want. According to the Born rule discussed in Section 3.4,
we will get a particle detection event at position x with a probability proportional to the
square of the amplitude of the wave function at that location x.

Suppose that we repeat this measurement many times for many different locations of x.
We can then ask what quantum mechanics and the Born rule predict for the results. First,
what will be the most likely position x to detect a particle? This is clearly x = 0 for the
example shown. We could then go further to ask what the typical deviation from x = 0 is.
The math for this is worked out formally in Section 11.5, and gives, as we would expect
from looking at the picture in Figure 7.2, some range of the deviation around x = 0.

This is often called in quantum mechanics textbooks the range of “fluctuations” of the
value of x. But that is not really correct. In the absence of any external probe, the wave
function shown in Figure 7.2 does not change in time (a nonchanging state is called an
eigenstate, in technical language). If we wanted to, we could describe it as an unchanging
superposition of many waves localized at all possible locations x. This superposition does
not fluctuate over time. The randomness in the value of x comes only when this system
interacts with something outside, namely the needle-like detector we used. In the Copen-
hagen interpretation, that gives a collapse of the wave function based on the knowledge
of an observer; in the spontaneous collapse model presented in Chapter 6, the interaction
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with the outside world gives random kicks to the detector and the wave function that lead
to avalanche events. Without outside influences, the equations of quantum mechanics say
that the wave function will stay in exactly the form shown, with no variation in time.

The ground state of a vacuum is an eigenstate in the same way. In the context of the Big
Bang, this means the vacuum does not change in time — it does not “fluctuate.” Sometimes
physicists talk of “particles popping into existence and going back into the vacuum,” as
though the vacuum was constantly changing in time, but this is not what quantum field
theory says. Rather, it says that there is a superposition of many possible states that make
up one, unchanging state.®

It simply makes no sense, then, to invoke a quantum mechanical “fluctuation” as the
cause of the universe. Theists, of course, can identify the Big Bang with the free act of
God, outside the laws of physics. Indeed, many physicists noted early on that the Big Bang,
as a starting point in time, looks suspiciously like the Creation of the Bible, and it is per-
haps no coincidence that the first astronomer to take this possibility seriously was Georges
LeMaitre, who had been trained as a Catholic priest. If one rejects the idea of a creative
act by God, then one can simply hypothesize some ad hoc time-symmetry-breaking cause
(which would be aesthetically “ugly” to many physicists), but one cannot derive this from
quantum mechanics itself on the basis of quantum fluctuations.

7.4 Spontaneous Symmetry Breaking
-______________________________________________________________________________|

The aesthetic approach to physics has had successes over the years, which have led many
physicists to the hope of Einstein, Dirac, and others that this principle could eventually
explain everything in physics theory without free parameters. For example, as discussed
in Section 7.3, Dirac’s aesthetic sense directly led to the prediction of antimatter. But even
this was a mixed success. The equations written down by Dirac imply an exactly equal
amount of matter and antimatter. Yet, if that was the case, we could not exist, because the
matter and antimatter would annihilate each other. In our observed universe, there is an
imbalance, with more matter than antimatter. That requires the laws of physics to have a
seemingly arbitrary free parameter, namely the amount of deviation from perfect symmetry
of matter and antimatter.

If we assume that the laws of physics are perfectly symmetric, how can we get non-
symmetric parameters? Starting in the 1960s, some physicists have argued that a well-
known effect in quantum mechanics called spontaneous symmetry breaking could do the
trick.

The theory of spontaneous symmetry breaking was first developed to explain the behav-
ior of magnets, and eventually was generalized to explain all kinds of effects in modern
technology, including lasers and superconductors.” The basic effect is as follows. We

8 In Section 4.5, we looked at a Feynman diagram, which represents particle interactions in quantum field theory.
Section 15.3 gives the math of how to interpret these diagrams correctly, in particular in the vacuum state.

9 For a review of the theory of spontaneous symmetry breaking in magnets, superconductors, and lasers, see
Snoke 2020, Chapters 10 and 11.
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The lowest-energy state of a set of magnetic atoms, for two different directions of the spins.

imagine that each atom is spinning about an axis. At high temperature, the directions of the
spins of atoms in a magnetic material are randomized to point in many different directions,
so that the average of the magnetic field generated by the atoms is zero. At low temper-
ature, however, the spins interact with each other, and can lower their energy by aligning
their spin axes with each other. The lowest energy state will be when all the spins are
aligned, as shown in Figure 7.3(a). But there is nothing in the equations that says which
direction all the spins will point. The state shown in Figure 7.3(b) will have the same total
energy, and will be just as favored as the state in (a).

Figure 7.4(a) shows the energy of the system as a function of the amount of magnet-
ization, calculated for two different temperatures. Above the critical temperature T, the
lowest energy state has m = 0, that is, no average magnetization. Below 7, the system can
move to lower energy by having an average value of m which is nonzero, corresponding to
most of the spins aligned with each other. But there is no preferred direction for them to
point — m could be either positive or negative. Figure 7.3(b) shows the lower curve of (a) in
two dimensions, to account for the fact that the spins can swing freely in any direction. As
seen in this figure, the lowest energy corresponds to a circular trench. There is no preferred
state in this trench; instead there is a continuum of possible directions for the spin, all with
the same energy.

This effect has been used as the paradigm for getting asymmetry out of symmetry. As
seen in Figure 7.4(a), both the curves above and below the critical temperature are sym-
metric around m = 0. However, the point of m = 0 of the lower curve is unstable. One can
think of the state of the system like a small marble sitting on top of a hill, which is the point
m = 0. Any little jostle will send the marble down the hill to land at one place or another
with nonzero m, unpredictably.

Some people argue that our universe is like this magnetic system. Overall, it is per-
fectly symmetric, which appeals to our aesthetic sense, but under the right conditions,
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m (a) The free energy function of a magnet as a function of the net magnetization , at two different temperatures,
above and below the critical temperature 7. for spontaneous magnetization. (b) A prediction of the energy similar to
the lower curve of (a), plotted in two dimensions. From Snoke 2020.

this symmetry can be spontaneously broken, leading to arbitrary values of various free
parameters.

There is a fundamental problem with this approach, however, similar to the problem with
invoking quantum fluctuations to get something from nothing, discussed in Section 7.3.
If the system is symmetric, it can’t generate asymmetry. In the context of the physics of
magnets, in which the mathematics of spontaneous symmetry breaking was first developed,
it is easy to suppose there is some small, stray perturbation from outside the system giving
ajostle in one direction or another, which can then be amplified by the unstable character of
the system. But if our universe is all there is, and it is symmetric, what could play the role
of this stray perturbation from “outside”? As we saw in Section 7.3, quantum fluctuations
can’t do it.

In general, even in a real-world laboratory, it is possible for systems to remain at unsta-
ble, symmetric points for arbitrarily long periods of time. For example, in my lab we had
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a laser that exhibited spontaneous symmetry breaking — it went from a constant-wave state
to pulsing with very short pulses every few nanoseconds (known as mode-locking). This
effect was discovered years ago by laser technologists who accidentally found that when
they bumped the laser, it would jump into the pulsing state. In my commercially made laser
system, there was a button to push to have an electronic mechanism hit the laser with a little
stick, to give it a slight “jostle” to cause it to jump into the pulsing state. If we didn’t give
it that jostle, it would stay in the non-pulsing state indefinitely.

No matter how tiny, there must be some nonsymmetric entity from outside that interacts
with the symmetric system, if it is to become asymmetric. The scenario of spontaneous
collapse of quantum states presented in Section 6.4 does not change this picture. In such
a scenario, there still must be some small asymmetry in the initial state to get a large
asymmetry later.

The pull is strong to want all the laws of physics have Platonic symmetry and simplicity.
But we manifestly live in a nonsymmetric world. Perhaps we need to see that there can
be more than one type of beauty. An artist who makes a perfectly symmetric glasswork
indeed makes something beautiful, but sometimes art can be beautiful precisely because
it involves many free design choices by the artist which were not constrained by rules of
symmetry or other rigid rules. To put it another way, while classical music was based on
exact rules and has a certain beauty, jazz can be beautiful too.'?

Does the many-worlds interpretation give spontaneous symmetry breaking? Fig-
ure 6.5 in Chapter 6 presented a system that has much in common with the symmetry-
breaking scenario shown in Figure 7.4. In that type of system, the unitary evolution of
quantum mechanics can give two, uncoupled outcomes. In the Copenhagen or in the spon-
taneous collapse models, something nonunitary collapses the state to just one of these
possibilities. That clearly requires something asymmetric to select out one or the other.
But in the many-worlds approach, both outcomes continue on forever in a superposition.
Could something like that occur in the early universe, so that we just happen to be in one
of many asymmetric universes in a macroverse with overall symmetry? For every universe
like ours, could there be an “anti-universe” that balances it?

This involves subtle calculations of the evolution of quantum systems. In general, the
answer is no. A mathematical discussion is given in Section 16.2.3, but we can get the basic
picture by considering whether we could just treat the early universe as a superposition of
two halves: one universe with half the matter on the right side, and another universe with

10" The analogy to classical music versus jazz is not accidental. The desire to embed everything within a system
of purely orderly behavior goes back to the 1700s. Europeans became enamored with the success of clocks and
machines, and tended to see these as paradigms for everything good, including music (namely, their strongly
rule-based classical music), social structures, and the natural world. A similar movement arose in theology,
with the view of the “clockmaker God” for whom it would be unseemly to intervene in nature via miracles,
because these would be improvisational, like jazz. This view remains common to the present (Rossiter 2015).
The emphasis on predictable order arose in part due to European reaction against the superstitions of their
prior culture and of pagan cultures. Allowing anything not orderly and rule-based, such as a miracle by a
volitional God, might mean going back the old ways of the Medieval age, in their minds. Allowing “jazz” to
be beautiful, that is, unique, nonruled-based actions, opens up the possibility of a nonsymmetric universe as
well as nonreproducible miracles by God.
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the other half of the matter on the left side. We cannot, because the homogeneous state of
the whole universe includes quantum states with long wavelength, which extend through
both sides. If we eliminate the possibility of particles in such long-wavelength states, we
change the physical state of the system, including its temperature.

The separation into two disconnected outcomes discussed in Section 6.3, crucially relies
on “rigging” the system to isolate one outcome from the other. In particular, it requires a
potential-energy profile that is not spatially homogeneous, which has the special feature of
pulling apart the wave into two regions. A homogeneous system will not break up in the
same way.

Some physicists are content to allow explicit symmetry-breaking terms into the equa-
tions of the early universe for some parameters, such as the mass of particles, but few are
comfortable with the idea of putting explicit terms that break spatial symmetry.!! But the
only way to get spatial asymmetry in the universe from an earlier, purely homogeneous
universe is to have something in the equations or the initial conditions that explicitly has
spatial inhomogeneity.

7.5 Did We Create Qurselves?

One other possibility for breaking the symmetry of the early universe has been floated by
some of the authors of the “new age” philosophy discussed in Section 7.1. In this proposal,
the universe evolves in many-worlds fashion until conscious humans evolve to exist, at
which point their observation of the universe causes the universe to collapse, Copenhagen-
style, into one of the possible universes in which they exist. A variation of this is the “final
anthropic principle,” which posits that humans evolve until they become God, at which
point they create the universe retroactively (see, e.g., Leslie 1983; Barrow 1987).

At face value, this scenario is circular logic: we exist because the universe produced
us, and the universe exists because we produced it. In the self-creation by self-observation
scenario, there is a fundamental paradox about what causes what.

One could make this scenario into a viable one, however, by envisioning it as a cycli-
cal universe, in which the godlike observer of the universe creates a subsequent universe,
which then evolves forward in time until a new observer is generated.!? In this case, the
cycle itself would be a “brute fact,” or uncaused cause, of the type mentioned in Section 7.2.
As in the case of an uncaused God, one can posit that there is some asymmetric, nontrivial
aspect of the physical world that exists eternally. It is not clear, however, that an eternally
reappearing god has greater aesthetic appeal than an eternal, single God.!?

The big picture. As we have seen, many of the mystical views of reality promoted using
quantum mechanics rely crucially on the central role of observation in the Copenhagen

' This is sometimes called the “Copernican principle”: the assumption that there is nothing special or “rigged”
about our universe.

12" A variation of this scenario is presented in the science fiction short story by Isaac Asimov, “The Last Question”
(Asimov 1994).

13 For further critiques of the oscillating universe model, see Earman 1987.
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view. This is not just because observers tend to have affects on what they observe — as men-
tioned in Section 7.1, every classical scientist would have agreed with that, although they
tended to expect that an observer could have a very small effect. Rather, in most versions
of the Copenhagen interpretation, the waves of quantum mechanics have no “ontological
reality” until someone looks at them.

As discussed at length in the first few chapters of this book, quantum waves are funda-
mentally like other waves we know, such as water waves and sound waves, and therefore
we should be wary of treating them like mere figments of our imagination. The role of
the observer in quantum mechanics may be just due to the fact that large, macroscopic
systems tend to have strong decoherence, which may in turn lead to spontaneous collapse.
Although that is not proven, it is as viable as other interpretations of quantum mechan-
ics, and therefore it is premature to invoke the Copenhagen view as certain. Furthermore,
as discussed in Section 7.1, a minimalist version of the Copenhagen interpretation could
effectively operate the same way as a spontaneous collapse model.
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Before we finish our survey of quantum mechanics, it is worth asking whether there is any
practical use for all the strangeness we have seen. At one level, the answer is that all of our
modern technology depends on quantum mechanics, so much so that we don’t even notice
it. All of the calculations that are done for semiconductor circuits on the chips that underlie
computers, cell phones, and so on are based on the wave nature of electrons, the quantum
properties of photons and phonon that go into the heat flow equations, and the fermion
nature of electrons that gives the Pauli exclusion effect. In another sense, though, these
parts of our modern technology only use a few aspects of quantum mechanics. Therefore,
they are often called semiclassical methods. These are surveyed in Sections 8.1 and 8.2.

In the past few decades, scientists around the world have started to work toward new
applications that would fully utilize all of the strange intrinsic properties of quantum
systems. These are surveyed in Sections 8.3-8.4. One long-term, but realistic, goal is to
produce a quantum computer that would far outstrip any existing computer.

Some versions of quantum computers involve superconductors, which are fascinating
examples of applied quantum mechanics in their own right. As mentioned several times
in this book, superconductors and superfluids defy the normal expectation that quan-
tum mechanics only matters on microscopic scales. Superconductors have macroscopic
quantum wave functions that can be as big as a person, or even much bigger, in prin-
ciple. Superconductors and lasers are examples of spontaneous symmetry breaking, in
which a small fluctuation is amplified to become macroscopic coherence, as discussed
in Section 7.4. In Section 8.5, we will discuss some of the odd implications of this.

8.1 Quantum Mechanics in Your Pocket: Computer Chips and
Nanotechnology

m

It is fair to say that the fields of modern chemistry, materials science, and semiconductor
physics, which underlie all of our modern technology, are “applied quantum mechanics.”
Students in these fields learn to use quantum mechanics in many ways.

As already discussed in Sections 1.3 and 2.1, the wave nature of electrons causes them to
have well-defined resonances, or “‘states,” in atoms, molecules, and solids, in what is known
as “first quantization” (as opposed to second quantization, which produces the particles in
these states, as discussed in Section 2.2). Let’s look into a little more detail about these
states.
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Figure 8.1 (a) A wide trap for electrons, with several of the waves that fit in this trap. The set of dashed lines on the side indicates
the “energy levels” corresponding to these waves. (b) The same but with a narrower trap.

Figure 8.1 shows two “traps” for electrons, with different widths. Several of the waves
that fit in these traps are also shown. These waves are determined by the condition that the
wave function must have zero amplitude at the edges of the trap. Each of these waves is
called a “state” of the electrons.

One of the rules for quantum mechanics, discussed mathematically in Section 9.1, is
that waves with shorter wavelength have higher energy. The energy of electrons increases
as 1/ A2, which means, for example, that, if an electron’s wavelength A gets shorter by a
factor of 2, its energy increases by a factor of 4. This causes the different electron wave
states to have different energies, as shown on the right side of Figures 8.1(a) and (b). We
therefore can also call these states “energy levels.”

Although we have used square traps here, it is generally true that only certain wave-
lengths of electrons can fit in confined regions. As discussed in Section 2.1, this is the
reason for the quantized energy levels of atoms, also called “orbitals,” of chemistry.

We also see in Figure 8.1 the general effect known as quantum confinement, namely that
putting an electron in a smaller space tends to increase its energy, because that makes its
wavelength shorter. Not only does the average energy of the states tend to go up, but the
difference in energy between the allowed energy levels also increases.

This leads to a way in which small electron systems can become two-dimensional, or
even one-dimensional. Figure 8.2 shows a typical layered structure made of different mate-
rials such as that often used in a computer chip. The “quantum well” is a thin layer of
material that allows electron flow, sandwiched between two insulating layers. Modern tech-
nology allows the thickness of these layers to be controlled to an accuracy of nanometers
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Hlomere A typical layered structure, with a “quantum well” between two insulating layers. Electrons are confined to purely
two-dimensional flow in the well, if the layer is thin enough.

(billionths of a meter). When the thickness of the quantum well is just a few nanometers,
the energy jump from one electron wave state to the another will be large compared to the
thermal energy of the electrons, that is, the typical amount of energy they can get from heat
in the surrounding material. (Section 9.2 gives the simple math for this.) The electrons in
this case will settle into the lowest energy state. They then can only have motion in the
two-dimensional plane perpendicular to the vertical direction. It is also possible to confine
the electrons in one of the sideways directions in which case they are free to move only in
the one, remaining direction; this is called a “quantum wire,” with purely one-dimensional
motion. (See Section 9.6 for a mathematical discussion of universal behavior in quantum
wires.)

Quantum wells and quantum wires are two examples of how the properties of parti-
cles in solids can be altered to look as though the laws of physics had changed — in this
case as though the universe were two-dimensional or one-dimensional instead of three-
dimensional. Other examples of altered fundamental properties that can be made using
specially designed solids include making electrons with mass much heavier or much lighter
than in vacuum and even negative mass (see Snoke 2020, Chapter 2) or zero mass (e.g.,
Ahn 2018), photons with mass, which repel each other like electrons (Snoke 2020, Section
11.13), and electrons with charge different from the universal value of electron charge in
vacuum (Jain 2003). These cases of particles with altered properties point out once again
that the notion of indivisible particles is misleading; in each of these cases, the proper par-
ticles are defined as the resonances of the field, taking into account all of the interactions
in that field.

Transistors. Quantum confinement is increasingly important in real-world technology,
as engineers work to squeeze more and more circuits onto a chip, making the size of
each circuit element smaller. Figure 8.3 shows the design of a metal-oxide—semiconductor
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The design of a MOSFET. Electron flow is indicated by the black arrows. The main current of electrons flows from the
“source” of the electrons to the “drain.” The electrons coming into the “gate” of the device do not flow through the
insulating oxide barrier; instead, they repel electrons in the conducting channel and cut off the electron flow there.

field-effect transistor (MOSFET), which is the main device in most computer processors.
(For further discussion of transistors, see Snoke 2015, Chapter 5.)

The basic action of a transistor is to be a switch; that is, to have two definite states, either
on or off. In the MOSFET shown in Figure 8.3, the current in the channel from the electron
source to the drain is switched on and off by the presence of electrons in the gate layer. The
thin channel region can have dimensions of the order of nanometers in modern devices.
The oxide layer is an insulating barrier to prevent electrons in the gate from going into
the conducting channel; their role is just to repel the electrons in the conducting channel,
shutting it off. If the oxide layer is very thin, however, electrons can undergo quantum
mechanical funneling through the barrier (discussed in Section 1.3). This is often unwanted
but can also be used on purpose. For example, “flash” memory uses control of the tunneling
rate to load or unload electrons in a trap for long-term memory storage.

The current flowing through a transistor can be used to control the gate of another tran-
sistor. This allows a large sequence of circuit elements to turn each other on and off. The
two states of the transistor, either with current flow in the channel or with no current flow,
can be treated as the “bits” of digital information, corresponding to the numerical values 0
and 1. Typically, transistor systems are set up with nonlinear behavior to cause the system
to pop into one of these two states, with very little chance of remaining in between. This
helps to prevent errors — all of the numbers represented by the system will be definitely
either a 0 or a 1, which can then be used in a binary mathematical system. We will discuss
this further in Section 8.4.

Is smaller “more quantum”? As we have seen in this section, nanometer-scale circuits
have quantum-confined energy levels for electrons that are large compared to their typical
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thermal energies. For this reason, we can say that quantum mechanics plays a direct role in
the design of the circuits. Does that mean that the mysterious aspects of quantum mechanics
we have discussed in earlier chapters, such as nonlocal correlations and collapse of wave
functions, become more important? Some people may think that purely by virtue of being
small, strange quantum mechanical effects must happen. This is not necessarily the case at
all. First of all, the nonlocal correlations discussed in Chapters 4 and 6 are connected with
low numbers of particles, not with small size. If the number of electrons in a current is
large, then the system can be described in terms of average behavior like a classical liquid,
no matter how small the channel for that current is.

Also, recall from the discussion of Section 4.5 that systems with quantum coherence
can be very large — as large as waves on the ocean. Superconductors and superfluids, which
we will discuss in Section 8.5, are additional examples, which consist of matter waves
described by quantum wave functions on a large scale. There is no fundamental limit on
how big such coherent quantum waves can be — they could be meters to kilometers in size,
in principle. These large waves can be put into superpositions of different states, including
“entangled” superpositions, as discussed in Section 8.4.

The only thing that is “more quantum” about nanotechnology is that the circuits are
nearly as small as atoms, which means the resonant energies of the electrons in these cir-
cuits start to become comparable to the jumps in the energy resonances of single atoms.
(The math for this is given in Section 9.2.) Since these energies are much higher than typ-
ical thermal energies at room temperature, the characteristics of individual electron-wave
states come into play.

8.2 Tunneling, Radioactivity, and Quantum Biology
I ——

Another aspect of quantum wave mechanics comes in to some very delicate and sensitive
processes that affect our lives. This is the effect of quantum tunneling, introduced in Sec-
tion 1.3 and mentioned in Section 8.1. Figure 8.4 shows the basic effect: any wave (whether
a sound wave, a light wave, or a quantum matter wave) can be transmitted through a thin
barrier even if the wave normally cannot propagate in the barrier material.

Inside the barrier, the wave function does not oscillate in the way described in Chap-
ters 1 and 2. Instead, it undergoes exponential decay, in which the wave amplitude drops
smoothly toward zero.!

A key characteristic of tunneling is that the amplitude of the wave leaking through the
barrier is hypersensitive to the thickness and other parameters of the barrier. The exponen-
tial function means that tiny changes in / give very large changes in the wave, as plotted
in Figure 8.5. For example, for an intrinsic tunneling length / of 1 nanometer (nm), if the
thickness of the barrier is 3 nm, the fraction of the wave escaping will be 0.2%, while if

1 This behavior is given by the mathematical function ¥ (x) o /! where I is the tunneling length, which is
determined by the properties of the medium and the energy of the wave.
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the thickness is 10 nm, the fraction of the wave escaping will be about one-billionth of the
original wave!

So far, all of this has used only wave properties. When we think about particle statistics
in terms of the Born rule, the wave function leaking out through the barrier gives us the
probability of detecting a particle on the other side of the barrier. In the case of radioactive
elements, a particle inside the nucleus of an atom must tunnel through a barrier to escape
the nucleus. Because of the hypersensitivity of tunneling rates, radioactive atoms can have
timescales anywhere from a few minutes to millions of years to emit particles. Small details
of the differences from one type of atom to the next give huge changes in the tunneling rate.
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Another example is the electron tunneling needed for the respiration process for breath-
ing oxygen. The rate of respiration is controlled by a finely tuned barrier that allows a
well-defined rate of electron transfer (see, e.g., De Vries 2015; Hosseinzadeh 2016). If the
barrier was a little harder to cross, respiration would not happen at all, while if it was a little
thinner, electrons would escape so rapidly that they would burn up the biological circuits.

This is an example of a “fine-tuning coincidence.”> Another famous example is the proc-
ess by which carbon was synthesized inside of stars, the original source of all the carbon
we need for life. Fred Hoyle, the famous American astrophysicist, found that the natural
rate of production of carbon by nuclear processes ought to be exponentially suppressed;
only the amazing coincidence of two resonances in the carbon and oxygen nuclei being
nearly the same allows these to be produced in the nuclear reactions in stars in roughly
equal amounts (Hoyle 1982).

The “semiclassical” picture. The processes discussed in this section and in Section 8.1
use quantum mechanics, but only a few aspects of it. Namely, the wave equations of quan-
tum mechanics are used to find the energy states available to the moving electrons, and the
Pauli exclusion principle determines the allowed number of electrons in each wave state.
It is easy to visualize the system as little billiard balls going into little boxes (the states)
that each can only hold one ball. From these two considerations, the total flow rate of the
electrons in circuits can be calculated.

This basic picture is known as the semiclassical approximation. It leaves out any con-
cern about the phase of the electron wave functions, and any concern about correlations
of particles in the many-particle wave function. When we only care about the total flow
of electrons, we only need the total amplitude of the electron waves, which gives the
total number of particles. This is a very reasonable approximation when the electrons
have strong decoherence, which is normally the case for electrons in circuits at room
temperature.

The question of whether quantum phase coherence plays a role in biology is a contro-
versial one. One set of experiments appeared to show long-range coherence of electrons in
the photosynthesis process (Lee 2007), but later experiments (see Kassal 2013, and refer-
ences therein) indicated that the coherence in the phonon states, that is, vibrations of the
molecules, may be more important, and in a realistic environment, electronic coherence
will be quickly lost.

8.3 Quantum Cryptography

A method that uses the full properties of quantum mechanics, which is already in use,
is quantum cryptography. This type of system is used along with regular computers to
improve the security of private communications. It is based on the type of detection
apparatus described in Section 4.3 in regard to the Einstein—Podalsky—Rosen experiment.

2 For discussions of fine-tuning in the laws of nature, see Davies 2008 and Collins 2013.
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A general need in secure communications is the ability to give out to various allowed
users a password key in such a way that no one else has that key. Quantum cryptography
provides a way to prove that only two people share the information of a digital password,
and that no one else has eavesdropped when the passwords were sent out.

This method uses a variation of the two-photon source with two detectors discussed
in Section 4.3. Figure 8.6 shows the basic configuration. This is the same apparatus as in
Figure 4.3, but we now replace the simple polarizers with “polarizing beamsplitters,” which
have the property that, instead of simply destroying photons with one of the two possible
polarizations, they send the photons of one polarization in one direction, and photons of
the other polarization in a different direction. This allows a definite count of when a photon
was received, no matter what its polarization.

The two detection systems are commonly described as belonging to two people, “Alice”
and “Bob.” The quantum cryptography method can then go as follows:

e Alice and Bob set their polarizers at various different predetermined angles randomly,
for example, at 0° or 45°.

e At each polarizer setting, Alice and Bob record the arrivals of photons at their detectors,
until they accumulate a large number of recorded photons.

e Alice and Bob then share publicly their polarizer settings. For every case where they
both had the same setting, they automatically know that whatever bit one recorded, the
other recorded the same. A detection of a photon at one polarization can be identified
as a “1” bit, while the detection of the other polarization is counted as a “0” bit. In this
way, each person eventually has a long sequence of Os and 1s. This string of numbers is
random, since there is no way to predict the random action of the detectors, but the same
for both Alice and Bob, because of the nonlocal correlation effect.

3 If the detectors are not perfectly efficient, as is the case for real detectors, the users can share publicly the times
when they recorded counts, without saying what the polarization of that photon was, and simply discard any
data when one or the other of them did not detect any photon.
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Now consider what will happen if a third person, whom we will call “Eve,” tries to
eavesdrop on the sequence of photons sent out. Eve does this by detecting the polarization
of a photon en route, recording it, and then sending out another photon with the detected
polarization toward the receiver.

In our correlated photon apparatus, there is a way to know if Eve has done this. In
effect, Eve has changed the experiment to the case in which the source sends out pairs
of photons that already have a definite polarization. As discussed in Section 4.3, this case
gives a definite prediction for the statistics of the photons, which is different from the case
of superpositions of photon states. For example, if Eve sends out photons definitely with
polarizations of 0° or 90°, which she has to do if she measures with a polarizer set at one
of those angles, then when both Alice and Bob have their polarizers set at 45°, they will
detect photons hitting with the same polarization 50% of the time, which would disagree
with the quantum mechanical prediction that they should see the same result 100% of the
time. If Alice and Bob switch the angles of their polarizers randomly, there is no way for
Eve to always set her polarizer at the same setting.

This means that Alice and Bob can use the following protocol to determine whether
someone was listening in:

e Both Alice and Bob share publicly (i.e., through a communication channel that is inse-
cure, which Eve may also monitor) the settings of their polarizers and the photon
polarizations that they recorded for a small fraction of the total number they detected.
Which small fraction of the data they use is picked randomly.

e When looking at that shared data, if they find that, whenever their polarizers were at the
same angle, they did not get 100% agreement of their data, then they can conclude that
there was an eavesdropper.

Of course, this relies on the assumption that Eve did not refrain from listening in just
during the time when this small fraction was recorded but only listening in at a different
time. Since Alice and Bob randomly pick what part of the data to share publicly, after all
the recording has been done, this would be hard for Eve to do.

In practice, for Alice and Bob to share photons in this way, they would each need a
dedicated optical communication channel, for example, a fiber-optic cable going from the
source to each detector system. This raises the question of whether the quantum cryptog-
raphy method really adds much value. If the people communicating have dedicated optical
cables, they could monitor whether someone tapped into their communication simply by
continuously sending light down the cables and measuring if there is any disruption of the
light intensity, which would presumably occur when someone connected to the cable. But
quantum cryptography adds another level of security.

Quantum “teleportation.” A few years ago, many news outlets carried the story of the
experimental demonstration of “quantum teleportation.” While this is a fascinating effect,
unfortunately, it has nothing to do with the teleportation of matter as in Star Trek. It is
fundamentally just another way of showing the nonlocality of correlations that can occur
in quantum mechanics.

The basic scheme uses the same type of two-photon source and detection system as
shown in Figure 8.6. We can discuss this setup in terms of bits, in which we take one
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polarization to represent a “1,” and the other polarization to represent a “0,” and we allow
superpositions of these two states. In this terminology, we can say that Alice and Bob each
receive from the source an exact copy of the same superposition, which we will call 4.

Suppose now that Alice receives a separate superposition B, but she doesn’t do any
measurements on it. Instead, she lets it interact with her copy of 4, which she has received
from the two-photon source. Then she does some measurements of the result and sends
these results (through a classical information channel) to Bob. Bob takes this information
and does a series of measurements on his copy of 4. It can be shown mathematically (see,
e.g., Boschi 1997; Brind 2018) that Bob will now have an exact copy of B. In effect, Alice
has sent Bob all the information of qubit B without ever knowing herself its state. This is
a type of “teleportation” of information. But of course, no matter has been sent from one
place to another, only information.

8.4 Quantum Information Processing
|

Governments around the world are presently spending billions of dollars to try to make
a working quantum computer. Such a computer has been proven mathematically to per-
form some types of calculations millions of times faster than a traditional computer, which
we will call a classical computer. In particular, a quantum computer could factor large
numbers in much less time. This has enormous implications for internet security, code
breaking, and electronic currencies like Bitcoin, because the best security protocols involve
the factorization of large numbers into prime numbers.

The reason why prime factorization is of such importance in security protocols comes
from the fact that it is very time-consuming to take a large number (which we can call
N) and find out whether it can be factored into two smaller numbers. In the most basic
process, one must take every number smaller than N and do long division to see if one
gets an answer with no remainder. The process is speeded up a bit by realizing that one
only needs to check numbers up to the square root of N, because for every factor larger
than the square root of N, there must be a factor smaller than the square root of N.
This still means that finding the factors of a large number can take a very long time.
For example, suppose that N has 30 digits, and it takes 100 computer clock cycles to
perform one long division process (which is fairly optimistic). For a typical computer
clock cycle of 1 nanosecond (one billionth of a second), it will take about three years
to check all the possible factors for just this one number. Further mathematical advances
have reduced the time to factor large numbers somewhat (see, e.g., Crandall 2005) but not
by enough to significantly change the time-consuming nature of the prime factorization
problem.

Therefore, for example, one could have a lock that stores the number N, and a user of
the system can have one of its factors as a password. When the user enters the password,
the device performs a long division of the number N by the password number, and if there
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is no remainder, access is granted. Even if someone hacks into the device and reads out the
number N stored in it, the hacker cannot easily find the password, without doing a massive,
time-consuming calculation to factorize N.

In 1998, mathematician Peter Shor showed that a quantum computer could find the prime
factors of large numbers much faster than any regular computer (for a review, see Bernhardt
2019). Of course, at the time, a quantum computer did not exist! But that mathematical
result was enough to lead many governments and large corporations such as Microsoft and
Google to pour money into trying to make quantum computers. The outcome has been
that we now have real quantum computers but only with a few bits (the Os or 1s used in
the binary system for computing) instead of the hundreds of bits needed to factor the large
numbers used in internet security. But the bottom line is that quantum computers can really
be made, and it is just a matter of time and expense to make them larger.

Qubits. In a traditional computer, as discussed in Section 8.1, information is stored in
bits, which have two possible values, 0 and 1. In a quantum computer, the basic element
of information is the quantum bit, or “qubit” (pronounced “cue-bit”). A qubit allows all
possible superpositions of the two states, 0 and 1.

This property makes a quantum computer in many ways like an analog computer, which
stores numbers not as Os and 1s of the binary mathematical system but as numbers that can
have any value on a continuum. The superposition of the two states in a qubit can also vary
continuously.

Having continuously variable values might sound good, but it is actually a severe draw-
back for both analog computers and quantum computers. The reason is that having just two
allowed states gives a huge advantage for error correction.

In a traditional computer, the information in a bit is stored as a voltage. Any voltage
below, say, 2 Volts (V) is counted as a “0.” Suppose that the voltage is originally recorded
as 0, but then there is a slight error in the circuitry which makes it creep up to 0.1 V. It is
a simple matter for another part of the circuit to detect the voltage and force all voltages
below 2 down to 0. In the same way, if a level of 5 V was used to represent a “1,” and it
slid down to 4.7, a later circuit can force all values above 2 back up to 5 V.

In an analog computer, there is no equivalent error correction method. If a voltage level
of 4.7 is used to represent the number 4.7, and then an error causes it to fluctuate down
to 4.5, there is no easy way for the system to know that this is an error, and not actually
supposed to represent the number 4.5. The only way to correct such errors is to keep extra
copies of the analog information and hope that all of them do not go wrong at the same
time.

There are error correction methods for quantum computers, but these methods take a lot
of time and resources. In general, any decoherence in the system (discussed in Section 6.2)
will lead to loss of the information of the superposition of states in a qubit.

Entanglement. What is the advantage of quantum computers, then? The important trick
is that a quantum system allows massively parallel calculations. To see this, we have to do
a little math.

Consider a system with NV different states, that is, N different resonances of the quantum
field. Each of these resonances can have different quantized amplitudes, which we interpret
as particle numbers. For bosons, there is no limit to the number of possible amplitudes,
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Several many-particle states with different numbers of particles in individual single-particle states, in a quantum
superposition.

while for fermions there are just two, which we call 0 and 1. We will stick to the fermion
case here, and will call these single-particle states.

We can now define a unique state of the full system, which we will call the many-particle
state, as having a definite number 0 or 1 for the amplitude of each single-particle state, as
illustrated in Figure 8.7. We then can count the total number of different possible combi-
nations of Os and 1s to get the total number of possible many-particle states. For example,
if there are two single-particle states, each of which can have an amplitude of either 0 or
1, then there are four allowed many-particle states. If there are three single-particle states,
then there will be eight possible many-particle states of the full system. The math tells us
that the total number of possible unique many-body states of the full system is 2V, which
is a very large number — for example, if there are just 30 single-particle states, there are a
billion possible different many-particle states.

The wave properties of quantum mechanics allow for all billions of these many-particle
states to exist simultaneously, in a superposition. If there is no significant decoherence of
the system (as discussed in Chapter 6), then a quantum computer can operate on all of these
states simultaneously. This makes it a type of massively parallel computing, as though one
billion traditional computers were all working at the same time.

The math of these parallel quantum states is often described using the concept of entan-
glement. Section 10.3 gives the basic math. It is often stated that only quantum systems can
have entanglement, but this is not correct: Chapter 17 gives an example of entanglement in
a classical system. But the degree of entanglement possible in a classical system is much
less; quantum systems have essentially no upper limit to how many single-particle states
can be entangled.

Some of the abilities of quantum computers that have been mathematically deduced
have been shown to also be possible with classical analog computing systems with massive
parallelism; for example, a set of a million light emitters all sending light in parallel through
some region of space can perform the mathematical process known as a Fourier transform
in a single step. (Section 11.5.1 gives the math of Fourier transforms.) But Shor’s algorithm
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for quantum computers, mentioned at the beginning of this section, cannot be beaten by
any classical system, and, in general, the massive number of possible superpositions in a
quantum computer can always beat any practical classical computer.

It has been suggested, for example, by Roger Penrose (1996), that human brains may
involve quantum superpositions that allow the same type of massively parallel computation
as done by quantum computers. There is good reason to expect that this is not the case,
because biological systems at room temperature normally have very strong decoherence,
which destroys quantum superpositions. If indeed there are parts of the brain that maintain
quantum coherence, it could only be through some type of biological fine-tuning (discussed
in Section 8.2).

8.5 Lasers, Superfluids, and Superconductors
|

For much of this book, we have dealt with systems with spontaneous decoherence, in which
coherent, wavelike behavior is dissipated. As discussed in Section 8.4, this is a major
problem for quantum computing — the information in a qubit is lost over time due to deco-
herence. There is a class of systems governed by quantum mechanics, however, in which
the opposite happens: systems that are initially incoherent spontaneously become coherent.
This type of behavior, which can be called enphasing, or spontaneous coherence, underlies
three types of modern technology that have fascinating behavior: lasers, superfluids, and
superconductors.

We’ve already looked at the basic property that makes these systems special, in Sec-
tion 2.6: bosons obey the rule that they transition into new states at a rate proportional to
the number of bosons already in that state. Photons and phonons are naturally bosons. In
some cases, fermions like electrons and protons can also couple together into bound states
with an even number of fermions. Because fermions have half-integer spin, when an even
number of them couple together, they make up a boson. This new boson obeys the same
transition-rate rules as intrinsic bosons like photons.

In many systems, when enough bosons are in one state, there is a runaway amplification
effect in which a large fraction of the whole system becomes part of that one wave state.
When this happens with photons, it is called a laser. When it happens with particles with
mass, it is called a Bose—Einstein condensate.* There are several types of known conden-
sates of this type: superfluid liquid helium, superconducting metals, and super gases of
cold atoms.

In these systems, the particle picture breaks down, and the system is best described by
its wave properties. To put it another way, not only the amplitude of the macroscopic wave
becomes important (which could be accounted for by the average number of particles),

4 These two cases are actually not always sharply distinguished. Photons can be given an effective mass, and
undergo Bose—Einstein condensation. If the lifetime of the photons in some system is very short, they can be
in a state that has some properties of lasing and some properties of condensation (see Snoke 2020, Sections
11.12 and 11.13).
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HIQUIES A device that can have a macroscopic superposition of electrons circulating both clockwise and counterclockwise. The
fact that it is in this superposition can be established by comparing the current through the system with the
predictions of quantum mechanics as the magnetic field in the device is varied. From Clarke 2008.

but also its phase. Boson systems that start out with lots of random noise and no coher-
ence become spontaneously coherent, with a well-defined phase for the entire large wave.
Section 21.1 proves this mathematically.

Therefore, we cannot say that quantum wave behavior is only relevant for microscopic
systems. A bucket of superfluid liquid helium, for example, can have a well-defined phase
that fills the bucket. In the same way, a large superconducting metal can have wavelike
behavior over macroscopic distances.

Superconductors. Superconductors are well known to have zero electrical resistance,
which means that they do not dissipate heat when electrical current travels in them. This
has been an enormous benefit for the medical world, which uses large magnets made of
superconductors in magnetic resonance imaging.

The property of zero electrical resistance is actually a consequence of a more funda-
mental property of superconductors, namely their phase coherence. Because the electrons
in a superconducting metal all act as a single wave, they cannot easily dissipate heat,
because dissipation inherently corresponds to loss of phase coherence, as we saw in
Section 6.2.

The wave nature of electrons in a superconductor has some important and somewhat
bizarre implications. Figure 8.8 shows a small but macroscopic device in which supercon-
ducting electron current can be put into a superposition of two wave states: circulating
clockwise and also counterclockwise. This is not at all an unusual state for waves, as
discussed in Chapter 1, but when we think of this happening for electrons with mass, it
is harder to visualize. This is another reason to believe that the particle concept is not
essential.

In a sense, we can call this superconducting system a type of Schrédinger’s cat, of the
type discussed in Section 4.4. A very large number of electrons (trillions and trillions) are
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in a superposition of going both to the left and to the right. In another sense, however, it is
a much simpler system than a cat. The electrons in this system have only one aspect which
is in a state of superposition, namely the direction they circulate. A cat, on the other hand,
can do many different things, such as eating or not eating, dying or not dying, and so on.
A superposition of real cat states has a huge number of different aspects that can be in
macroscopic superposition.

The wave nature of the electrons in a superconductor is directly used in a device known
as a SQUID (superconducting guantum interference device), discussed in Section 2.6.
Because electrons have charge, they react to magnetic field. When magnetic field is varied
in a superconducting device like the one shown in Figure 8.8, the two electron currents
can have phase shifts relative to each other, which are picked up in the measurement of the
current through the device. SQUIDs that use this effect are now used in many cell phone
towers to pick up extremely weak electromagnetic fields coming from telephones.

All of the superconducting systems we have at present require low temperature, but there
is no intrinsic reason why that must be so. Many scientists are searching for new systems
that would allow superconductivity at room temperature, which would revolutionize our
technology.

Regular sound and water waves are condensates! In a way, superconductors and
superfluids should not seem so strange. We have examples of macroscopic coherent waves
all around us, namely sound waves, water waves, and other “classical” waves. The under-
standing of these waves in modern physics says that they are essentially the same as
Bose—Einstein condensates, with one key difference.

Think of a bell, which you can hit with a hammer to make it ring. In quantum physics
terms, when you hit it, you create a macroscopic, coherent state of phonons. The same
math that predicts Bose—Einstein condensation also predicts that these phonons will tend
to remain coherent (see Section 21.1). The coherence of the phonons in the bell transfers
to coherent phonons in the air, and this coherent wave is what you hear as the ringing of
the bell.

The main difference of this state with a Bose—Einstein condensate is that you used a
hammer to directly cause the ringing. In physics language, there was no spontaneous sym-
metry breaking; you broke the symmetry of the system by the timing of the hit with the
hammer. Therefore, the ringing of a bell can be called a “driven” condensate.

The case of a Bose—Einstein condensate is analogous to a bell that you cool down to low
temperature, and below some particular temperature, the bell starts to ring on its own! In
this case, there would be no hammer hit to start the bell ringing; it would spontaneously
start to ring, with timing (i.e., phase) that no one could predict.

This gets us back to deep waters of philosophy. What gives the exact phase of the ringing
bell when it cools? One school of thought, the Copenhagen view, says that it remains in
a superposition of all possible ringing states until someone looks at it. The many-worlds
view says that the entire universe goes into a superposition of all possible phases of the
ringing. The spontaneous collapse view says that there is some tiny random term that gives
a tiny kick to start the phase coherence. This last view is supported by the calculations
given in Section 21.1 that show that the symmetry-breaking term can be very tiny: the
property of boson systems to amplify phase coherence means that even an extremely small
phase coherent fluctuation will lead to a macroscopic phase symmetry breaking.
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Cosmic condensation. Spontancous symmetry breaking leading to coherent phase is
expected to happen not just for small experimental systems on earth but also in outer space;
for example, it is widely believed that in neutron stars of sufficient size, the neutrons pair
up into Cooper pairs, as in a superconductor, and go into a Bose—Einstein condensate state
with definite phase (see, e.g., Pethick 2017). This state of matter can be detected in the
radio signal received from these stars.

The implications of this for the Copenhagen view are striking. In the Copenhagen view,
the entire physical state of a massive star, trillions of miles away, is waiting for a human to
observe it before it can commit to a definite phase!

Some astrophysicists have gone further to argue that the state of the universe itself has
the same type of symmetry breaking as a condensate (see Brown 1995; Banik 2017; Dvali
2017). This runs into the same symmetry-breaking problem we explored in Section 7.4.
Quantum physics says that spontaneous symmetry breaking can only occur via a cause
from “outside” the system; if there is no external perturbation, a system cannot break its
own symmetry.

The physics of condensates shows that quantum effects are not just restricted to micro-
scopic effects in the laboratory; even objects as large as stars can have properties that
depend crucially on the laws of quantum mechanics. Even the existence of coherent
classical waves is fundamentally a quantum effect of coherence of bosons.
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Key Points

What are the strong conclusions we can make, and what must we hold more lightly, when
it comes to thinking about quantum mechanics?
The following is a summary of the points discussed in Chapters 1-8:

e Common notions of wave-particle duality are mostly misguided. We know from quantum
field theory where “particles” come from — they are the excitations of the amplitude
of the fields, which are as real as the water or the air we breathe. The fact that these
excitations have quantum jumps in energy is a simple mathematical result of how waves
fit into systems with constraints.

e Nothing in the equations or experiments demands that we view particles intrinsically as
localized little objects. The “lumpy” or “jumpy” behavior seen in clicks and tracks in
detectors is directly related to the natural size of atoms, which are always involved in the
detection process. In other physical systems, there is no natural length scale, in which
case a particle size cannot be defined.

e In general, random jumps with abrupt changes are commonly seen in classical, nonlin-
ear systems; so it is not surprising that we also see these in quantum systems. These
transitions are not discontinuous in time or space in either quantum or classical systems,
although they can be quite abrupt. There is no reason to insist that the randomness seen
in quantum systems is “uncaused” randomness; there are plenty of ways to get caused
jumps in inhomogeneous quantum systems.

e The strong emphasis on human knowledge often associated with quantum mechanics is
part of a specific formulation of quantum mechanics known as the Copenhagen interpre-
tation; that view is not universally accepted among experts, and its treatment of quantum
fields as mere expressions of our knowledge runs up against many experiments and expe-
riences that indicate the fields and waves of quantum mechanics have ontological reality.
In general, matter waves and other waves such as sound and light, which we commonly
take as real, are not sharply distinguished in quantum field theory.

Philosophies and religions that rely heavily on the mixing of knowledge and physical
reality would do well to recognize that the Copenhagen approach is far from proven,
and most working physicists simply don’t believe that a human brain acts fundamentally
differently on the outcome of experiments than a mechanical detector.

e The many-worlds interpretation is rising in popularity because it is in some ways the
simplest approach — to take the current form of the equations of quantum mechanics as
absolute. But apart from the psychological conundrums it may lead to, it also has issues
of math and our experience that make many physicists uncomfortable. The main one is
this: all these other worlds are not somewhere else far away, but right with us, all around
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us in the same space, according to the laws of quantum mechanics. Why do we not see
any evidence of any of them, ever? That requires no reverberations, no tiny echoes, and
none of the nonlinear overtones that we are so used to in every other experience of the
physical world.

e Many, if not most, working physicists have an intuition that the right interpretation is
spontaneous instabilities in macroscopic systems that cause one quantum outcome or
another to win out, and many mathematical models of physics, in particular the quantum
trajectories method, implicitly assume this. However, such a theory can’t be derived
from the existing laws of quantum mechanics; a full theory of this would require new
mathematical terms in these equations. It is not so easy to come up with such terms; one
proposal is given in Chapter 20.

e Every formulation of quantum mechanics involves nonlocal correlations, which is to
say, every quantum field seems to act as a whole, and does not always wait for signals to
travel to effects that happen later in time. This is hard to wrap our minds around, because
we live in a world in which decoherence (loss of wave information) gives irreversibility,
which underlies our whole sense of causality. But causality may be a subset of a more
comprehensive structure of the universe which allows nonlocal interactions.

e Quantum mechanics doesn’t prove that there is a spirit world, create our sense of free
will, or explain the origin of the universe. Most of the great questions and arguments of
classic philosophy and theology are unchanged by quantum mechanics.

e Quantum mechanics is not just about parlor tricks that we can take or leave. Quantum
mechanics underlies an enormous amount of our modern technology and thousands of
experiments prove to a high degree of accuracy that it is the proper description of our
physical world.

I’ve often had the experience of telling someone that I study quantum mechanics, and
having the reaction that I am something like a magician. But quantum mechanics is not
magic. Most of it is like doing hydrodynamics of water waves, or electric fields and radio
waves. But it does play with our intuitions, and it tells us that the world is indeed an amazing
place.
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Basic Results of Quantum Mechanics






Schrodinger Equation Calculations

As discussed throughout this book, quantum field theory is the foundational theory of quan-
tum physics, and the single-particle Schrédinger equation is a simplified model that applies
just to special cases. But we can learn a lot about the basic effects of quantum mechanics
by studying just this equation, and doing this requires only the math of derivatives and
integrals taught in introductory college calculus.

9.1 Wave Equations

133

As discussed in Section 1.2, the equations for waves in various types of fields are of the
same basic form. The equation for a sound wave in air, for example, can be written as
2 2
E;—tf = aiT';), 9.1.1)
where x and ¢ are the position and time, p is the density of the air, and « is a constant that
depends on the properties of the medium. This is a scalar wave equation, since the density
p is a single number at each point x and time ¢. For many waves, it is a good approximation
to treat « as a constant, equal to v, where v is the wave speed in the medium (e.g., the
speed of sound in air).
The Maxwell wave equation for electric field in vacuum can be written similarly as

2E  9E

O _o2Z 9.12
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The only difference from the case of a sound wave is that E is a vector, corresponding
to three numbers E,, E,, and £, for the strength of the electric field in the three different
directions in space in a three-dimensional universe. (Ey is zero in the case of wave motion
in the x direction.) The constant « in this case is equal to ¢, where ¢ is the speed of
light. This discovery was Maxwell’s great “Eureka” moment, because he derived o from
entirely different constants of nature for electric and magnetic field but found that the
derived value of « agreed with measurements of the speed of light to high precision, thus
unifying the phenomenon of light with the phenomena of electricity and magnetism, which
had previously been viewed as unrelated to light.
Both of these equations have solutions of the same form,

o(x, 1) = poe'—n, E(x, 1) = Ege—en, 9.1.3)
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where k and w are constants related to the wavelength and frequency of the wave, given
by £k = 2n/x and w = 2xf, and A and f are the wavelength and frequency defined
in Section 1.2. The value £ is called the wave number of the wave, and w is called the
angular frequency, although often this is shortened to being called just the frequency. The
wave solutions of (9.1.3) are written in terms of complex numbers but can be equated to
physically measured values by taking the real part,

Re /=90 = cos(kx — wt). (9.1.4)

This form of wave function corresponds to a wave traveling toward positive x. This can
be seen by noting that the term in parentheses, ¢ = (kx — wf), corresponds to the phase
of the wave. Phase equal to 0 corresponds to a crest of the wave, that is, a maximum of
the oscillation. The location of this crest changes; its location as a function of time can be
found by solving for the location x:

¢=0=hkx— wt
Sx=2 (9.1.5)
X = —1I. .
k

Using the form of solution (9.1.3) in the wave equation (9.1.1) implies w? = ak?.
A matter wave in vacuum is described by the Schrodinger equation,
oY Oy
—— =0—.

at 0x2
Here, v is a complex number, with a real part and an imaginary part associated with each
point in space and time. The left side looks different from the previous wave equations,
since it has only a first derivative with time, but it can easily be shown that this equation
has the same form of solution for the waves,

Y(x, 1) = Poe'F . (9.1.7)

Because the wave function ¥ in this case is complex, consisting of two numbers instead of
one number for a scalar field or three for a vector field, some authors have argued that this
makes the quantum matter field spooky and utterly unlike sound waves or electromagnetic
waves. But in the end, the difference is only of how many numbers to keep track of at each
point in space. Scalar fields require one number, complex fields require two, and vector
fields require three.

A physical difference of the waves follows from the different forms of the equations for
the waves, however. Equations of the form (9.1.2) allow for standing wave solutions of the
form

(9.1.6)

Ege'®=oD) 4 o oioton — o po otk cog ot (9.1.8)

At certain times ¢, this entire wave function is equal to zero, at every point in space. The
wave function “winks out” twice every oscillation cycle, so to speak. By contrast, for the
Schrédinger equation, only solutions proportional to e~ are allowed, so that a standing
wave solution is

I//()ei(kx_wt) + woei(—kx—wt) = 241 cos kxe—iwt. (9.1.9)
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Therefore, it is never the case that both the complex components of the wave function
are zero everywhere; if the real part is zero, then the imaginary part is nonzero. This was
important for Dirac in his derivation of his wave equation for relativistic matter (see Sec-
tion 13.2), because he felt it was crucial that for wave excitations associated with mass,
the wave could never disappear, because that would violate the principle of conservation
of mass. The recently discovered Higgs boson, however, may obey a wave equation like
(9.1.2), however, and so violate this principle, since the Higgs boson has mass.

All of the wave equations discussed here are altered in the presence of matter by adding
additional terms on the right side. The simplest adjustment to the Schrodinger equation is
to add a term proportional to i,

Ay _ 9%y

—i— =a— : 9.1.10
iy =ao gy tBY ( )

If B is a constant, it can be shown that this equation has the same solutions as (9.1.7), with
a shift of the value of w. It is natural to rewrite this equation as an energy equation,
oy

h— =H 9.1.11
ihe - = HY, ©.L11)

where H is called the Hamiltonian, which gives the total energy of a system, and & = /2x
is the reduced Planck’s constant (discussed in Section 2.2). In this case, the Hamiltonian is
equal to
1 92
H=———+4U
2m dx? +UE)
2

-2 Ly, (9.1.12)

2m
where m is an intrinsic constant of nature treated as the particle mass, p?/2m = %mv2 is
the kinetic energy, and U(x) is the potential energy, which can be a function of the location

x. This assumes the definition of the momentum p as
L0
p=—ih—, (9.1.13)
ox
and the energy as
E=ih 9 (9.1.14)
=1in—. 1.
ot

These last two equations are known as the de Broglie relations. They are generally appli-
cable for all quantum fields, not just matter waves. For wave solutions of the form (9.1.3)
and (9.1.7), they imply

E=ho

p = hk. (9.1.15)

These equations imply that when the frequency of a wave is higher, it has more energy,
and also that when the wavelength is shorter, the wave has more energy. We can see the
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second implication by writing the kinetic energy in terms of momentum and applying it to
a traveling wave:

ﬁl/, _ 2 e
2m 2m 9x2
Rk
==V (9.1.16)

Since k = 27 /A, when the wavelength A gets shorter, k gets larger.

9.2 Quantum Confinement Energy: Why Nanometers are Important
O —

For the square well confinement shown in Figure 8.1, reproduced as Figure 9.1 here, the
energies are found by setting the allowed wavelengths to 2L/N, where N is an integer. This
gives us

h2k2 hZ 2 2 hz 2N2
=" _ ( ”): il 9.2.1)

~ 2m  2m \2L/N 2ml?
The mass m that is used in this formula is in general not the mass of an electron in vacuum
but a renormalized mass determined by the material properties of the solid in which elec-
tron moves. For the common semiconductor GaAs, the effective mass is around 6% of the
vacuum electron mass.

If the energy difference between the N = 1 state and the N = 2 state in the quantum
well is large compared to the typical energy of thermal excitations, kzT', where kp is Boltz-
mann’s constant, then electrons in the N = 1 state will have no degree of freedom to move
in the z-direction — they will be stuck in the N = 1 state and will be free only to move in
the x—y plane. Let us deduce the thickness needed to have this occur at room temperature.
At room temperature, kg7 = 25.6 meV. We set the energy different between the N = 1
and N = 2 state to three times this energy:

I2r?4—1

% — 3kgT. 9.2.2)
------ N2=9
______ NZ_4
______ Nl_l

M Atrap for electrons, with several of the waves that fit in this trap. The set of dashed lines on the side indicates the
“energy levels” corresponding to these waves.
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| h2m?
L= . 9.2.3
2kaT ( )

To put actual units in this, for convenience, we write the vacuum mass of the electron as
the rest energy moc® = 5 x 10° eV, and fic = 2 x 1075 eV-cm. For GaAs, we then have

Solving for L, we obtain

_ 72(2 x 1073 eV-cm)?
1\ 2(0.06)(5 x 105 €V)(0.0256 eV)
=1.6x10"%cm = 16 nm. (9.2.4)

We see from this analysis why nanotechnology is important — when the dimensions of
the devices are a few nanometers, the confined wavelengths of the electrons are less than
their average wavelengths at room temperature. This means that the effects of wavelength
quantization (quantum confinement) will have a significant effect.

9.3 Fermi Pressure in Solids: Why are Solids Solid?
I ——

Because the Pauli exclusion principle means that each state can only have one electron, if
a system has many electrons (or other fermions), then states of higher and higher energy
will be occupied. This leads to a significant energy at typical densities of matter.

We can estimate the Fermi pressure for a solid by assuming that all the electrons in the
solid are free waves. This is an approximation, because the positively charged nuclei will
alter the wave states of the electrons, but the full calculation cannot be much less than this
approximation, because the only thing the positive charge could do would be to compact
the electron waves into smaller volumes, which would raise their kinetic energy by making
their wavelengths shorter.

We assume that all of the electrons are in the lowest possible states, which means that
all of the states are filled up to some energy known as the Fermi level. If we count the total
number of states below the Fermi level, we have then found the total number of particles.

As we saw in Section 9.2, for a system of length L, standing waves of wavelength A =
2L/N are allowed, where N is any positive integer. These correspond to values of &k =
2 /A = nN/L in the wave solutions of Section 9.1. The number of states per unit range
of k is therefore L/x. In three dimensions, we have the same result for each direction.
To count the total number of states, we perform an integral over a three-dimensional “k-
space,” using the number of states per volume in k-space as ¥ /3. The total number of
states up to a maximum value kf is then

1\ v [k
N=2 <-> —/ A k> dk. 9.3.1)
0

8) n3
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The factor of 1/8 accounts for the fact that we only take positive values of & for standing
waves, and so only integrate over one-eighth of the total volume in k-space. We have also
multiplied by 2 to account for two spin states of the electrons for every k-state.

We can then change the variable of integration from k to E = h2k*/2m, the kinetic
energy, and integrate up to the Fermi energy EF that corresponds to kr. This gives us

Er 1%
N = f — P N2mEdE
0 w4 h

2 m¥? (2
_oy Y2 “E). (93.2)
272 B \3
The density of the electrons is therefore
N 2V2 m?
po N _ 22 =g (9.3.3)
V. 37?2 B
We can then solve for Efr as a function of the density,
2/3
_ (37r2) i
Er = |: 2\/_ ey . (9.34)

For a density of n ~ 10%* ¢cm™3
vacuum, this implies Er ~ 10 eV.
Using this number, we can compute the amount of pressure it would take to change the

volume of the electrons. The pressure for a closed system is defined as

oU
P=—-—, 9.3.5
Y 9:3.5)
where U is the total energy. The integral for U is the same as that for N, with each state
weighted by its energy E:

Er vV
U= / Z2 fm ~——E%dE
0 b g

V2 m3/2 (2E5/2>

and electron mass equal to the free electron mass in

=2V— — | =
o2 B \5F

V2 W2 N@d) B
S5t2 WLV 22 m32? '
From this, it follows that the pressure is simply

2U
P==<_.
3V

The compressibility is given by the change in pressure for a fractional volume change:

apP
B=-V—
Y4

Sp_ 2uE (9.3.7)
= — = —n . L.
30— 30F

=2V

(9.3.6)
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The pressure needed to change the volume by the fraction AV /V = 1% is then
AP =B(AV/V)
2
= gnEp(0.0l), (9.3.8)

which for a typical solid density is 8 eV x 10?2 cm™ x 0.01, which works out to 10,000
times atmospheric pressure. This is close to real experimental values — typical bulk com-
pressibilities of solids lie in the range of a few times 10'© N/m2. The same type of
calculation also leads to the Fermi pressure that gives the stability of stars.

The Coulomb interactions between the charged particles do not change this pressure
much at typical solid densities, because there are equal amounts of positive and negative
charge. Overall, the Coulomb interactions will lead to a net attraction that tends to make
the solid smaller, but this is overcome by the increase of the Fermi energy as the solid
contracts.

9.4 Vibration of Atoms: The Simple Harmonic Oscillator Model
|

Besides the “square well” discussed in Section 9.2, another simple system that can easily be
studied with the Schrodinger equation is the harmonic oscillator. This is actually the model
for all types of springiness in physics, including real springs and the springiness invoked
in quantum fields that leads to the quantization into particles, discussed in Section 2.2.

It is no accident that springs can be described by this model, because the springiness of
springs arises from the interaction of the atoms they are made of. The interaction of atoms is
typically described by the Lennard-Jones, or “6-12” potential, illustrated in Figure 9.2, and
familiar to students of chemistry. At long range, atoms attract each other due to covalent
bonding, or due to van der Waals attraction. At short distances, the repulsion of the cores
of the atoms quickly becomes dominant.

As illustrated in Figure 9.2, the minimum in energy can be approximated as a harmonic
potential using the Taylor series approximation,

2

19
Ux)~Up+ ———| (x—x)
2 02 |,
1
= Up+ 7K(xr = x0)%, (9.4.1)

where xq is the equilibrium atomic spacing. When the amplitude of the motion is small
enough, the parabolic approximation is always a good approximation of any minimum.
This means that the force between two atoms is well approximated by Hooke’s law for
springs for low-amplitude oscillations, F = —K(x — x¢). Hooke’s law for springs comes
from this fact about interatomic forces.

Since we are free to set xo = 0 and Uy = 0, we can write simply

1 2
U= K. (9.4.2)
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Potential energy

-3

4|
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3

Distance

Solid line: A typical atomic interaction potential, known as the 6-12, or Lennard-Jones, potential. Dashed line:
Approximation as a parabola.

The kinetic energy of an atom with mass M is just p? /2M, where p is the momentum, and
therefore we write the Hamiltonian (i.e., the total energy of the system) as

2

14 2
H="— 4+ —Kx*, 9.4.3
2M + 2 ( )
which can be rewritten as
2
14 1 2.2

where wy = +/K/M is the natural frequency of the oscillator. This is known as the simple
harmonic oscillator, and is one of the few physical systems that can be solved exactly in
quantum physics.

As discussed in Section 2.1, quantized states exist whenever there is a confining poten-
tial that restricts how long the wavelength can be. In the case of a wave pinned down at
each end, like a guitar string, the wave function must be zero at the ends. As illustrated
in Figure 9.1, in a system with fixed walls a distance L apart, the allowed wavelengths are
A =2L/N, where N is any positive integer. The standing wave solution in this case has the
form of (9.1.9),

¥ (x, 1) = o cos kxe ", (9.4.5)

where &k = 27 /A. The energy is given by the eigenvalue of the kinetic energy operator,
which is written in terms of the momentum operator defined in (9.1.13), as
p2 B2 92 R2 k2

Loy =~ = =y, (9.4.6)
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that is, the kinetic energy is

h2 kZ 7.[2 h2 NZ
== 9.4.7)
2M 2MIL?
The energies in this case increase proportional to N2, getting even further and further apart.
A harmonic potential does not have boundaries with a well-defined confinement size L.
The size of the confinement region depends on the energy of the particle, because a particle
with higher energy moves higher up in potential energy and therefore farther from the
center. We can approximate the size of the confinement region felt by the wave, however,
by equating the potential energy due to the springy force at maximum distance with the
maximum Kinetic energy:
1

E= z1<L2, (9.4.8)

which implies
L =./2E/K, 9.4.9)

that is, the effective size of the confined region gets larger as the energy in the wave gets
larger. If we require the same wave resonance condition A = 2L/N, we have

m2W?N?  m?h?N?
2ML2 2MQE/K)

(9.4.10)

Solving this equation for E gives

K
E=2Nn/= = ZNhay, 9.4.11)
2" T2

which is very close to the exact solution for the eigenstate energies of the harmonic oscil-
lator, namely £ = Nhwg, found in the exact calculation of Section 12.1. The eigenstates
of the harmonic oscillator have definite energies for the same reason that the states of a
quantum well do — only waves with definite wavelength can fit in the confined geometry.

Note that in this case, however, the energies of the levels are proportional to N instead of
N?. This lends itself to the picture of quantum particles with constant energy being added to
the system. The fundamental reason for the quantization, however, is no different from the
case of two hard walls, though. It is easy to imagine that for some different potential energy
functions, the quantized states would lie somewhere in between the two dependences of N
and N2, for example, N'0°!_ This would be “mostly” particle-like, but not quite.

9.5 Unit Analysis of Atomic States

Unit analysis is a general method of physics that gives intuition about the physical proper-
ties of a system without doing a full calculation, just as we have done in Section 9.4. For
atoms, we can find approximate numbers for many properties just by doing unit analysis.
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The potential energy due to the attraction of two charges is called the Coulomb energy,
and is given by

o2

Ux) = — 9.5.1)

4reox’
where e is the fundamental constant of charge in nature, and &¢ is another fundamental
constant, known as the vacuum permittivity. To get the total potential energy at some point
due to the charge in a wave, one would add up the contribution of this term U(x) for the
wave amplitude v (x) at every point in space.

In our unit analysis approach, we define a natural length /, which defines the average size
over which a wave is localized. This gives a characteristic energy

o2

U~ —

ameol (9.5.2)
Since there is a negative sign in this energy, the Coulomb energy will get more negative as
the wave gets more compact in space; that is, as / decreases.

Going to lower potential energy is generally favored, for the same reason that objects
move downhill. But when / gets smaller, the wavelength of the wave will get shorter, and
the kinetic energy of a matter wave gets larger when its wavelength gets shorter. The kinetic
energy for a matter wave is written in quantum mechanics as

p* Wk @rh)?

Ex = S A
K=om ™ 2m ~ 2maz

(9.5.3)
where £ is Planck’s constant, m is the mass of the relevant particle, and A is the wavelength
of the wave. This equation expresses the physical fact that putting more bends in the wave
function requires more energy. In a very real sense, we can view a wave as having stiffness
like a spring that resists bending.

In our unit analysis approach, we set A approximately equal to /, the range of space
occupied by the wave. As we reduce /, U gets lower (more negative) while the kinetic
energy gets larger. We can find the natural value of / by setting the energy savings of U
equal to the energy cost of Ex. This gives us

2 2
e 2mh)
~ . 9.54
4 el 2mi? ( )
Solving this equation for / gives us the natural length
21 (27 hy?
[~ T 0 100m = 2. (9.5.5)

e2m
All atoms have a size on this scale, give or take a small numerical value (which typically

could range from 0.1 to 10). For example, the Bohr radius of a hydrogen atom, which
consists of a single electron and proton, is found by exact calculations to be equal to

_ A4n(2m h)%eg

- : (9.5.6)
e‘m,

Ip
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where the mass m, is nearly equal to the electron mass m.! This is the same as our unit
analysis deduction to within a factor of 2.

We can apply a similar unit analysis method to the energies of the higher, excited states
of the atom. If we think of the circumference of the space occupied by the wave function,
we can apply the rule that on a circular path around the atom, there must be an integer
number of wavelengths of the wave, as illustrated in Figure 2.2. Therefore we write

2wl ~ NA, 9.5.7)
where N is an integer. The energy balance will then be

e (2 h)?
Aol 2mQml/N)?

(9.5.8)

Solving this for / then implies that the size of the wave / is proportional to N. Putting this
into the Coulomb energy gives
1
U x 37 9.5.9)
which is exactly the dependence on N of the Rydberg series of atomic states.

We thus have a third example of how the form of the potential energy controls the
sequence of allowed wave states. For zero potential, or any constant potential energy, we
have the energy sequence (9.4.7), proportional to N2, and for the simple harmonic poten-
tial, we have the series (9.4.11), proportional to N. In each of these three cases, the number
obtained by unit analysis comes very close to the exact calculation.

Natural timescale for transitions. In the same way that we have deduced a natural
length scale, we can deduce a natural timescale for transitions between the electronic states
of atoms.

First, the natural length scale we have found implies a natural energy scale, which can
be found from putting our natural length into the Coulomb energy (9.5.1), which gives

U~ —TeV. (9.5.10)

For transitions between upper states with N = 3 or 4 or so, we will have a typical energy
of 7 eV divided by an integer of the order of 10, which gives a natural energy scale around
1 eV. From this, we can get the natural timescale

E leV
At ~ —

~—  ~ 10 Ps=1fs. 9.5.11
h 6.6 x 1016 eVos SEAB ©.3.11)

The natural timescale for electron transitions of atoms is femtoseconds, which is a very
short time but not instantaneous. Given how hard it is to measure such short timescales,
it is not surprising that many early scientists thought these transitions were indeed
instantaneous.

! The mass m,, known as the “reduced mass,” is a type of average of the proton mass mp and the electron mass
Me, given by 1/m; = 1/me + 1/mp. Since the electron mass is much lighter than the proton mass, the term
1/mp is negligible compared to 1/m,, and so the mass m; is very close to the electron mass.
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Some readers may not be comfortable with the level of approximations made in this
section, but it is actually a very powerful method, often used by physicists to determine the
natural parameters of a system without detailed calculation.

9.6 Universal Conductance in Quantum Wires
|

A fascinating result of modern physics of solids (known often as condensed matter phys-
ics) is that many universal results can be derived, even though typical solids have all kinds
of disorders. This has led some physicists to argue that particle physics is no more “fun-
damental” than condensed matter physics; there are universal laws at every level of reality
we examine (see Laughlin 2005). Here, we examine an example of this.

As discussed in Section 8.1, it is possible to make one-dimensional conductors known as
quantum wires. There are many ways to make these. One way is to start with a quantum well
and etch away two sides until a narrow strip only a few nanometers wide is left. After this
etching, new barrier material can be deposited over the entire structure. It is also possible
to use chain-type molecules made by chemistry as one-dimensional conductors. Metals
such as gold can also be drawn into very thin whiskers that are only a few nanometers
across. In all of these cases, the electronic states will be quantized in two dimensions while
continuous in the other dimension, along the wire. At low temperature, that means the
electrons can only move in one direction.

A surprising property of quantum wires is quantization of current; that is, the current
through a quantum wire depends only on universal constants of nature, independent of the
details of the geometry of the wire. We can prove this in the following calculation.

Assuming that the electrons move without scattering, the current carried by an electron
is given simply by the charge of the electron divided by the transit time across the wire.
The transit time is just the length of the wire L divided by the velocity v of the electron,
and therefore for a given value of &, the current is

m

= _¢ =f(p)=@, (9.6.1)

(L/v)y L Lm
where we have used the de Broglie relation p = mv = hk from Section 9.1.

For a wire of length L, the allowed wavelengths are A = 2L/N, as discussed in Sec-
tion 9.2. We can write this as a set of allowed wave numbers £ = 27 /). = 7 N/L. We can
then say that the spacing between different k-states is a constant number 77 /L. The total
number of k-states within a range Ak is then Ak/(w/L) = (L/m)Ak.

For electrons with mass m, the kinetic energy is £ = %mvz = p?/2m, since the

momentum p = mv. We can then write the amount of energy change per k-state as the

derivative
2
AE = a—E Ak:i(hk) Ak
ok ok 2m

2k
= " Ak (9.6.2)
m

I
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The number of quantum states of the electrons in an energy range AE is then

L AE

L
2—Ak=2———,
T T h2k/m

9.6.3)
where we have multiplied by 2 to account for two allowed electron spin states.

Each of these quantum states can carry current as an electron moves in that state down
the wire. The total current carried in an energy range AE is therefore equal to the number
of quantum states in that range times the current per state:

mL ehk 2e
I = L, =12 AE ) — = ——AE. 9.6.4
; k ( wh2k ) Lm wh ( )

The dependence on & has dropped out. Essentially, although states with higher & carry more
current, since the electrons move faster, this is canceled out by the fact that there are more
states with low & in a given energy range.

To convert this result to a formula for conductivity, we suppose that the wire is connected
between two conductors. For there to be a steady current, the two ends of the wire must be
at different potential energies. The difference in energy is given by AU = e|AV|, where
AV is the electric potential difference. The range of energy of electrons flowing in the wire
is then found by equating the AE = AU. Formula (9.6.4) can then be written as

2 <ez>
I===)AV. 9.6.5)
7 \h

This has the same form as Ohm’s law, / = AV/R, where R is the resistance, in units of
ohms. This is one version of the Landauer formula for one-dimensional conductivity.

Surprisingly, the intrinsic conductance is just a function of universal constants, namely
the electron charge e and Planck’s constant /. This is just one example of behavior in solids
that has universal properties despite the many complicated interactions of the atoms and
the presence of disorder. Another related example is the current carried by electrons in
a two-dimensional sheet (which could be created using a quantum well, as discussed in
Section 8.1) in the presence of a strong magnetic field. The same universal conductivity
€2 /h arises, and this is not an accident: under a strong magnetic field, the electrons move
in circular orbits, and the only electrons that can conduct electricity are those that follow a
one-dimensional path bouncing along the edges of the system. The universal properties of
such a system are known as the quantum Hall effect, and the work on this topic has been
recognized by several Nobel Prizes.

More generally, we can take into account that some electrons may be reflected from the
entrance of the wire, and we can account for conduction in higher energy states of the
electrons due to lateral confinement in the sideways directions of the wire, as discussed in
Section 9.2. In that case, this formula is adjusted to

=2 Zt»ezAV (9.6.6)
BER- A A o

where the sum is over the quantized states that contribute to the current, and ¢; is the trans-
mission coefficient for each state, which depends on the reflection of the electron waves
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from the contacts to the wire. These depend on the wave properties of the electrons just
like the reflection of coefficient of light at a boundary.
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Because much of the philosophy of quantum mechanics was developed while the math and
experiments were still being worked out, many overstatements about quantum mechan-
ics have persisted in the literature to this day. In this chapter, we look at the modern
understanding of several common effects.

10.1 Derivation of the Planck Spectrum

147

A standard example in textbooks on the history of quantum mechanics is the failure of the
Rayleigh—Jeans radiation law, and its correction by Planck on the basis of the assumption
of the existence of particles. This indeed played an important role in the thinking at the
time, but the explanation in modern quantum field theory goes along completely different
lines.

The failure of the Rayleigh—Jeans radiation law comes down to this, that the assumption
was made in classical thermodynamics that every mode of oscillation in a system carries
on average the same amount of energy, equal to £ = kgT, where kg is Boltzmann’s con-
stant (which sets the temperature scale) and 7 is the temperature relative to absolute zero.
This has the unphysical implication that in a system with no upper limit to the number of
degrees of freedom, there will be an infinite amount of energy — the so-called “ultraviolet
catastrophe.”

The resolution of this was Planck’s distribution of the amount of energy carried by
different wave states. This was

E = hoN(hw) = h (10.1.1)

a)—
oho/ksT _ 1’

where £ is Planck’s constant and w is the oscillation frequency of a given wave mode,
defined in Section 9.1. This is equivalent to saying that the average energy of a wave state
is given by the energy hw times a weight factor, N(hw), which decreases exponentially as
w becomes large. In the limit of either high temperature or low frequency, this distribution
just becomes the classical value kg7, as can be seen by writing the exponential factor by a
Taylor series:

1 1
hw =h
eho/ksT _ | w1+hw/kBT+..._1
kgT
~ hawo— = kpT. 10.1.2
w B ( )
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This solves the problem of the ultraviolet catastrophe. The question is then how to justify
Planck’s formula.

10.1.1 Planck’s Derivation in Terms of Particle Statistics

Planck derived his equation by a statistical argument, assuming that the system consisted
of billiard-ball-like photons moving around randomly. The math is the following.

One writes the energy of a state with frequency w in terms of the Boltzmann probability
factor e £/%8T  which was already known at the time of Planck and derived from classical
statistical mechanics; Planck simply made the identification that the energy of a single
photon is hw. Allowing for the number of particles in a state to be any number N, with no
upper bound, gives

R
E=_ > Nhae PR, (10.1.3)
N=0

where 8 = 1/kpT, and Z is the partition function, equal to the sum over all the Boltzmann
factors of the different allowed numbers of particles:

o0
Z="Y e N (10.1.4)
N=0

This is a geometric series, which can be solved using the standard math method for
summing an infinite geometric series, to obtain

00
Ze—ﬁﬁw — Z e—ﬂNﬁw
N=1
=7Z-1
1 eﬂhw
N _ , (10.1.5)

1 — e Bho  oBho _ |

The sum in (10.1.3) is given by the first derivative of Z with respect to 8, and so we can
write

i, 142
E=--2
Z 3B

_ _eﬁhw —1 < hwﬁhw Bho hwﬂhw )

ePho ePho _ 1 € (PR —1)2

eﬂhw
= —ho | 1=

1
=N

This is the formula given in (10.1.1). A different calculation must be done for the
equilibrium of fermions, assuming that they have a maximum in any state of N = 1.
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10.1.2 Derivation Using Quantum Field Theory

The Planck result can also be obtained from the quantum operator properties discussed in
Section 13.1.1. As proven in Section 14.1.2, the rate of transition into any state is propor-
tional to (1+ /) for bosons and proportional to (1 —N) for fermions, where N is the number
of particles in the final state. It is also proportional to the number of particles in the initial
state moving toward that final state. For example, for a transition in which two particles
collide and move into two different states, the rate of this transition is proportional to

NiN>(1 £ N3)(1 £ Ny), (10.1.7)

where N1 and N, are the numbers in the original states, N3 and Ny are the numbers already
present in the final states, and the 4 signs are for bosons and the — signs are for fermions.

The principle of detailed balance states that in equilibrium, the reverse process should
have the same rate. Therefore, we have

N1N2(1 £ N3)(1 £ Ng) = N3N4(1 £ Np)(1 £ Ny). (10.1.8)

Assuming that each number depends only on the energy of that state, then the only function
N(E) that satisfies this equation for all energies, assuming energy conservation £ + E, =
E3 4+ Ey,is

1

NE = ezt

(10.1.9)

where the — is for bosons and the + is for fermions, and « and 8 are numbers that must
be found based on the total number of particles and the temperature; doing this gives the
same value 8 = 1/kpT as used in (10.1.1). This result is exactly the same as Planck’s
N(E), when « = 0, which is always the case for photons in equilibrium; we have the
additional benefit that we have derived the equilibrium distribution here for both bosons
and fermions. The detailed balance argument used here is the same that Boltzmann used to
derive his Boltzmann factor, except that he did not include the quantum final-states factors,
which then gave him the single solution N(E) = e~ (PE+e),

We have used particle language for the scattering rates in (10.1.7) and (10.1.8), but we
didn’t need to. The above is a specific case of the more general formalism of the quan-
tum Boltzmann equation, which is entirely formulated in terms of the time dependence of
wave functions and never involves any random variables at all (see Section 18.2). In that
formulation, the values of N are just the squares of the amplitudes of the wave in each
state (equal to (1/f|a,t)(ak|w) in field theory notation), and the transitions are just due to
the nonlinear coupling of waves in different states. Without ever assuming there is a defi-
nite number of particles in any state, all of the standard results of thermodynamics can be
deduced from the quantum Boltzmann equation, including Boltzmann’s H-theorem, which
says that systems always move toward equilibrium, and therefore proves the second law of
thermodynamics.


https://doi.org/10.1017/9781009261562.012

150

Comparing Classical and Quantum Systems

10.2 Classical Chaos Theory

Often the distinction has been made that classical systems are deterministic, while quan-
tum systems are indeterministic, that is, random. While some may insist on the second
statement, we now know that classical systems can be, to all intents and purposes, indeter-
ministic; that is, the outcomes of classical systems can be completely unpredictable unless
one has absolutely perfect knowledge of the initial state. This is a mathematical result of
the field known as chaos theory. (For a review, see Gleck 2011.) In principle, these systems
could have been studied even in the 1800s based on classical physics, but the necessary
math and the computer resources had not been developed yet.

We all have experience with things that are effectively unpredictable. For example, imag-
ine trying to roll a marble down the edge of a knife. In principle, it is possible to have the
marble roll all the way down the blade. Most likely, however, it will fall off on one side or
the other. Tiny little changes in the initial placement of the marble will lead to big changes
in its later behavior. Yet, in principle, a person could measure the initial state of the marble
accurately enough to predict its motion. Chaos theory says that some classical systems can
be unpredictable even with nearly perfect knowledge of the initial state.

One interesting consequence of chaos theory is that, if the laws of gravity are calculated
for millions of years into the future, it is predicted that at least one of the planets of our solar
system will eventually leave the sun and shoot off into space (see, e.g., Lithwick 2014, and
references therein). When the attraction of each planet to all the other planets is taken into
account, the calculations become chaotic on timescales of millions of years. Thus, the driv-
ing force in many of the early years of the Scientific Revolution, that the orbits of the heav-
enly spheres are absolutely certain, is found to be only an approximation based on looking
at the paths of the planets over short times compared to the timescale for chaos to be
important.

Anyone can create a chaotic system using a very simple mathematical model. As an
example, we can create a series of x’s, labeled x1, x2, x3, . . .. In general, x, is the nth value
in the series. This series might represent the population of different generations of rabbits,
or the velocity of an object at different times, or some other physical quantity as it changes
in time. Now consider the following rule for going from one x to the next:

Xn+1 = cxp(1 — xp). (10.2.1)

This rule is plotted in Figure 10.1. It says that there is a growth in x that is proportional
to x, and also a reduction of x that is proportional to x2. For instance, suppose x is the
population of rabbits in a field. The growth of the population is proportional to the number
of rabbits. If there are too many rabbits, however, then they will not have enough food, and
the competition for food will tend to decrease their numbers. The number c is a constant
of proportionality which says how fast these effects occur.

This series can easily be plotted using a spreadsheet program with the “fill down”
feature. The recipe is the following:
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12
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A rule for deterministic time-dependent steps that will produce chaotic behavior.
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n

Chaos produced by a deterministic computer program (Microsoft Excel) using the rule (10.2.1) with¢ = 3.95.

e Enter a number between 0 and 1 for the first cell.

e Enter rule (10.2.1) for the second cell. (You must refer to the first cell in the formula for
the second one, which in Excel notation for column A would be this: =2*A1*(1-A1).)

e Use the fill-down feature to copy this formula for the next 100 cells or so. Make sure to
use relative addressing, so that each cell refers to the one just above it.

This has meaningful results for values of ¢ between 0 and 4. For values of ¢ less than 3,
the series of x’s will either converge to a single value or oscillate between two values. Both
of these types of behavior are very predictable. But as ¢ increases above 3, the behavior
becomes steadily more complicated, until as ¢ — 4, the behavior of x becomes completely
chaotic. The plot looks random, as in Figure 10.2.
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To see how unpredictable this system is, try the following. For ¢ close to 4, change
the first value of x very slightly. For example, try plotting first x; = 0.4, and then x; =
0.400001. When the plot is updated (modern versions of Excel do this automatically), you
will see that the pattern changes completely. Even for tiny changes in x1, the final value,
for example, x1¢9, is completely different. The whole pattern looks similar (“noisy”), but
you cannot predict how the final value will change if you change the initial value.

Yet this system is completely deterministic. There is a definite rule for how each value
depends on the previous value. In the same way, for a chaotic physical system, if we had
perfect knowledge of the initial value, and we had a perfect computer, we could run the
computer to get the exact final value. In practice, since any real measurement always has
some uncertainty, we cannot have a perfectly correct initial value for any real system. Not
only that, but even if we had a perfectly certain initial input, no computer is perfectly accu-
rate. Computers only calculate to a certain number of digits (typically more than 10 digits,
which seems very accurate, but it is not perfectly accurate). In the process of computing
hundreds of numbers, little errors will build up in this chaotic calculation, which make the
final outcome uncertain.

The proposals for spontaneous collapse in quantum mechanics, as discussed in Chap-
ter 6, implicitly assume that something like classical chaos happens to quantum fields,
leading to unpredictable behavior described by the Born rule. This cannot be generated by
a unitary theory; it requires some additional, nonunitary part. At present, this nonunitary
part is supplied by “measurement,” which is ill-defined.

10.3 Quantum and Classical Entanglement
- _______________________________________________________________________________|

In Section 8.4, we discussed how quantum systems can have a superposition of a large
number of distinguishable quantum states. This property is often described in terms of
entanglement.

Consider the state

1
Yxy) = S[Yo@)vo(y) + Yoy () + ¥1@)Yor) + Y@y ()l (10.3.1)

where x and y are two different spatial positions, which may be taken as the location of two
different particles, or more generally as two different degrees of freedom of a physical sys-
tem, and ¥ and | are two different functions. This may at first look like a superposition
of four quantum states. But it can be factorized into

|
Yy) = S[Yo() + ¥i0I[vo(y) + Y1 (). (10.3.2)
We are then free to define new quantum states for each degree of freedom,
1
Yo(x) = %[I/fo(X) + Y1 ()]
1
Vo) = —=[¥o() + v1()], (10.3.3)

V2
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in which case the state (10.3.1) becomes

W(x,y) = Yo Y(). (10.3.4)

This state is the simple product of two functions of x and y and does not need to be written
as a superposition.
On the other hand, consider the state

1
V2

This state is not factorizable into a product of two states that depend separately on just x
and y. The degrees of freedom of x and y are therefore entangled.

Generalized Born rule for entangled states. Physically, these two states have very
different characteristics when we do a measurement — the entangled state implies the
possibility of nonlocal correlations.

To see this, we write the Born rule in its most general form. If the system is in a state
W(x), we can project it onto some other state v, (x) by doing the overlap integral over all x,

Vx,y) = —=[Vo)¥1() + Y1)¥o()]- (10.3.5)

m:/mﬁmwn (10.3.6)

For some states v,,(x), this integral may be zero, which means that the state W(x) does not
contain any part that is the same as ¥,,(x). The prescription of quantum measurement using
the Born rule is that the probability of detecting the system in state i, is given by the
square of this number, and after such a measurement, the wave function W (x) of the system
is replaced by ¥, (x). It is assumed that each wave function is normalized, so that

/wﬁwmsz (10.3.7)

This means that, if the initial state is 1, there is 100% probability of finding it in that state
by a measurement, as one would expect.

If the measurement is done by a small detector at location xg, then the final state of
interest is highly localized around position xg. We can approximate this mathematically as
the Dirac delta function, 5(x — xg), which is peaked sharply at x = x¢. This function has
the property that

/dx 8(x — x0)W(x) = ¥(xp). (10.3.8)

The probability of a measurement at the location xq is therefore given by the square of the
projection, which is |W(xp)|?, in agreement with the simple version of the Born rule given
in Section 3.4.

If the state of the system has two or more degrees of freedom, and a measurement is
done for a state dependent only on x, the prescription is to project the full wave function
onto just the x degree of freedom and leave the remaining part of the wave function alone.
Thus, for the entangled state (10.3.5), a projection onto the state 1/ corresponds to doing
the following integral:
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Pay) = / e Y3 (W (x,)

1
= /dx wék(X)ﬁ[WO(X)wl(y) + Y1) Y]

1 1
=5 (/ dx wa‘(x)wom) Vi) + 7 (/ dx W(T(X)Ilfl(x)) Vo).
(10.3.9)

If we assume that ¥¢ and | represent two nonoverlapping states, for example, two detec-
tors at different locations, then the second integral in parentheses is equal to zero. Because
the wave function v is normalized, the first integral is equal to 1. This means that the final
state is ¥o(x)¥1(y), according to the prescription of the Born rule. Even though we have
only measured the wave function 1 at position x, we have automatically also forced the
system into a definite state for y. If the detector for y is very far away, it doesn’t matter —
the entire wave function responds to what happens with the x measurement.

Classical entanglement. Sometimes statements are made in the literature that no clas-
sical system can have a wave function of the form (10.3.5). This is not true — Chapter 17
gives an example of a classical wave system (an optical resonator made of two mirrors),
which can have states described by an electromagnetic wave function with exactly this
form. However, there are key differences. One is that the number of degrees of freedom
that can be entangled in a classical system is small, limited by the number of dimensions
of free space, while in quantum systems, there is essentially an infinite number of possible
degrees of freedom that can become entangled. Second, systems with classical entangle-
ment do not have nonlocality. The different degrees of freedom that are entangled occur at
the same location in space.
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As we have discussed throughout this book, quantum field theory is the canonical theory of
quantum mechanics. Yet many philosophers and scientists are untutored in it. This is often
because quantum field theory is not taught until later years of graduate school, and even in
that case, it is often embedded in a larger program of relativistic particle physics.

Quantum field theory does require some effort, but not as much as one might think.
It follows naturally from the undergraduate quantum mechanics many students learn, and
its elements could be taught at much lower levels. Many of the methods of quantum field
theory are used in the theory of solids and fluids, without the need for relativity.'

This short introduction gives the main concepts of quantum field theory. Much of the
discussion will involve phonons, that is, quanta of sound. While some philosophers treat
phonons as somehow less ontologically real than other particles such as electrons and pho-
tons, there is no reason to do this; the prescription of quantum field theory is that any
field can be quantized, and the particles that arise from this quantization, whether phonons,
electrons, or quarks, are treated the same way in every field.

11.1 Dirac Wave Notation

157

As discussed in Chapter 1, waves in fields are described by continuous functions that
ascribe some number or set of numbers to each point in space. A continuous function
can be written as f(x), which means that a number x for the location in space is fed into a
calculation, and another number, £, is obtained as the result of this calculation, whatever it
may be. In the context of the quantum matter field, one typically writes ¥ (x) for the wave
function, which has the same form, giving the complex value, with real and imaginary
components, of the matter wave at any location in space x.

In advanced quantum mechanics, another approach is used, known as Dirac’s “bra—ket”
notation (because it writes wave functions in brackets). This notation can be understood in
terms of linear algebra. We write any vector as a ket, which is defined as a vector arranged
vertically. In standard vector notation, we would write ¥, while in bra—ket notation, we
write

' The field theory methods of this book are a simplified version of the introduction to field theory presented in
Snoke 2020. For greater depth, see Fetter and Walecka 1971.
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=1 "1, (11.1.1)

where # is the number of vector components. A bra is the same vector transposed, and with
the complex conjugate taken:

wh=(vf, vi, ..., v). (11.1.2)
The inner product of two vectors is defined as the product of a bra and a ket,

ui
u

viup +viup + -+ vpy.

(11.1.3)

For this to make sense, the two vectors must have the same dimension n, or in other words,
span the same number of dimensions. We see that any term in a bracket (. ..) (i.e., a “bra—
ket”) is a simple number.

The outer product of the same two vectors is formed by writing a bra and a ket in reverse
order. When we use a ket and its corresponding bra, we obtain

(vf, v, s uy)
]
)
[v)(v] =
Un
vivr vyUr . . . vpug
v;‘vz vjfuz vivy

=1 - ' . (11.1.4)

Vivp V3Un . . . UpUp
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This forms a square matrix. Any square matrix is known as an operator because when it
multiplies a vector, it transforms that vector into another vector with the same number of
components. The matrix in (11.1.4) is known as the projection operator because it projects
one vector onto another vector, giving a result that has length equal to the inner product of
the two vectors, and that points in the direction of |v). This is written succinctly in bra—ket
notation as

Pylu) = (lv){vl)u) = [v) (v]u). (11.1.5)

So far, we have looked at vectors with a known number of rows and columns. We can
go further to treat any continuous function f(x) as a vector with an infinite number of
components. This is equivalent to writing a vector

S(x1)

f(x2) =f(x1 +dx)
Sf(x3) = f(x1 + 2dx)
. (11.1.6)

S (xn)

Note that the dimensions we are talking about here do not correspond to any real dimen-
sions in space. They are simply a mathematical convenience to represent the infinite
number of points in a continuous function, which allows us to use vector concepts.

The inner product in the continuous case will be an integral instead of a simple sum. The
bra in this case must be adjusted by multiplying by dx:

(fl=(f @), fH@x2), [5x3), ..., [*(xn) )dx. (11.1.7)

The inner product for any functions f(x) and g(x) is then

(flg) = lim > f* ()l

= /f*(x)g(x)dx, (11.1.8)

which is the standard definition of the inner product of two continuous functions in
Schrédinger wave mechanics.

11.2 General Properties of Operators

As discussed in Section 11.1, any square matrix is an operator because it transforms a
vector into another vector of the same length. Operators acting on continuous functions
can still be thought of as square matrices that act on one vector and give another vector
with the same number of components. Any operation that transforms one function into
another function is therefore a type of operator. For example, a derivative transforms the
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value of a function at every point to a different value at the same point, and therefore is a
type of operator.

The adjoint of an operator is defined as the matrix that would have the same effect
acting to the left on a bra that the original operator has acting to the right on a ket. Thus,
for example, if 4|v) = |u), then the adjoint of A is written as AT, and has the property that

(ul = (v]4’. (11.2.1)

An eigenvector of a square matrix is defined as any vector that has the property that
multiplication by the matrix is the same as multiplying by a simple number, that is, |{) is
an eigenvector of the square matrix 4 if and only if

Alv) = alv), (11.2.2)

where a is a simple number. The number of eigenvectors of a square matrix equals its
dimension, which is equal to the number of components of the vectors it operates on.

In general, real-world measurements are represented by operators that have eigenval-
ues that are real numbers (in other words, not complex numbers). Mathematically, this is
the same as saying that the operator is Hermitian, which means that 4 = A7, Any non-
Hermitian operator can be turned into a Hermitian operator, however, by adding it to its
adjoint, since the adjoint of the adjoint is the original matrix:

A+ANH =4 + 4. (11.2.3)

Projection onto complete sets of states. Both the discrete vector version of states and
the continuous function version can be expressed in terms of the very general mathematical
concept known as a complete set of states. A set of states {|n1), |n2), ...} is complete if, for
every state |s) in the physical system of interest, there is at least one nonzero inner product
(s|mi).

A complete set of states is particularly useful if all the states in the set are orthonormal,
which means that (n;|n;) = §;;. Here, §;; is the Kronecker delta function, which is equal to
0ifi # j and equal to 1 if i = j. With such a set, we can write

> ) inglng) =" 8yln) = mi), (11.2.4)
J J
which implies

D )l =1 (11.2.5)
J

for any orthonormal complete set of states. This means that we can insert the sum
Z |n;){n;| anywhere in an equation, whenever we wish.

This implies the useful result that any state of the system can be written in terms of an
orthonormal complete set of states according to the rule

ls) =Y Im){mjls), (11.2.6)

J
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7 @ 7 (b)

(O PN, .

(a) A vector seen as its projection onto two axes. (b) The same vector in two different coordinate systems.

where (n;]s) is a complex number that gives the inner product of |s) with each state. The
states |n;) are often called basis states of the system.

This result is obvious in the case when the states |s) are simple vectors. Consider a
vector like that shown in Figure 11.1(a). The complete set of orthonormal basis vectors in
this case can be written simply as unit vectors along the axes |x), |y), and |z), which we
can label in shorthand as |x;), |x2), and |x3). To write the two-dimensional vector shown in
Figure 11.1(a) in terms of these axes, we expand it using the rule given in (11.2.14),

v) = (Z |x,~><xi|> ) (11.2.7)

i

= [x1){x1|v) + [x2) (x2]v).

The term (x;|v) is the “projection” of the vector onto the axis vector |x;), which we can think
of quite literally as the length of the shadow formed by projecting light across the vector
|v) onto that axis. For the axes shown, the projections onto the two axes have lengths 2 and
4, respectively, which means that we can write the vector compactly as |v) = (2, 4).

The benefit of Dirac notation. This shows us why Dirac notation is useful, instead of
just using standard vector or function notation. Dirac notation allows us to consider a state
as a “thing,” independent of any particular choice of coordinate system.

Suppose we adopted a different coordinate system, as shown in Figure 11.1(b), which
we are always free to do, since coordinate systems are not printed on the natural world;
they are chosen by humans. This will give us new basis vectors |x}) and x}). In the new
coordinate system, projection onto these new basis vectors will tell us to write the vector
as (3.5,2.8).

But the vector itself has not changed; it is a “thing” that we have simply described in two
different ways. In terms of Dirac notation, we can define |v) as the “thing,” and write it in
terms of its projections on various different axis systems as we choose. The Dirac notation
therefore allows us to treat each “ket” as a physical thing independent of any choice of
mathematical representation.

Complete sets for continuous functions. The exact same approach can be used for con-
tinuous functions, which, as we have seen, can be thought of as vectors with an infinite
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number of components. In this case, instead of a sum of discrete vectors, we have an
integral of the same form as (11.2.5),

/dx |x) (x| =1, (11.2.8)

where each ket |x) corresponds to a different point in the space that the function occupies.
(The integration is assumed to be over all of the space that the wave function occupies.)
Any function can then be written as

/) = /dx |x) (x| f). (11.2.9)

The inner product (x| /) gives the projection of the function onto each point in space. This is
typically what we write as the value of the function at each point, f(x). If we set | /) = |x/),
we obtain

) = /dx ) ')

— (/ dx (x|x/>> Ix), (11.2.10)

which implies {(x|x') = 8(x —x'), where §(x) is the Dirac delta function, equal to 0 if x # x’,
and with a total integrated area equal to 1.

Writing functions this way allows many powerful mathematical methods, in particular
Fourier transforms, discussed at length in Section 11.5. The Fourier transform method, as
well as many other transform methods, is based on the fact that just as we can change
the basis states for vectors, as seen in Figure 11.1, we can also change the basis states of
continuous functions to any other orthonormal complete set of states. If we can find any
such complete set of states, we can rewrite any function in terms of those states.

Let us pick the set of states |k) defined by

(x|k) = \/%e”“ (11.2.11)
T

for all possible values of k. The analogous orthonormality condition to (11.2.10) is
(klk'y = 8(k — k). (11.2.12)

This is consistent with the result we obtain using the rule (11.2.8),
1 1
/dx (k|x) (x|K'y = o / dx &K% = sk — k), (11.2.13)
T

where on the right side, we have used a mathematical formula for the Dirac delta function.
It is easy to see that, for k& # K/, the integrand will give a sum over many oscillating
functions that cancel out to a total of 0, and the result will be nonzero only if k = &’

This then implies that, if £ = &/, the integral over % is given by

/dk/dx (klx) (x|k) = /dx/dk (x|k) (k|x) = 1. (11.2.14)
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Since the integrals can be done in any order, we must then have a projection relation
analogous to (11.2.8),

f&msz (11.2.15)

The set of states |k) can therefore be used as a set of basis functions in just the same way
as the |x) states. We can write, for any function | f),

mﬂ:/&umwﬁ (11.2.16)

The function (k| f) is only dependent on k and is known as the Fourier transform of f.
Since | f) is a “thing” independent of which basis functions we use, (k|f) and (x| f) are
just two different ways of writing down the same information.

11.3 Operators and Measurements
|

So far, we have defined operators simply as mathematical actions that can be done to states
(which could be either vectors or continuous functions) that produce some new state. This
is a very general concept, which can include the action of derivatives on functions, or
simple queries that do not change the state, but just return the same state times some
number that is derived from that state.

For each physical, measurable property of a system, we can define an operator that takes
the information of the state of the system and gives us a number for that property. As
we have seen, every operator corresponds to a square matrix with eigenstates. Quantum
mechanics says that, if a system is in an eigenstate of some operator that measures a phys-
ical property, then when a measurement of that property is made, the state of the system
will not change; it will just be multiplied by the value of the property of interest. The value
of the property returned is the eigenvalue of that eigenstate.

If the system is in a superposition of more than one eigenstate of an operator, the action
of that operator will be to return each eigenstate multiplied by its own eigenvalue. In most
formulations of quantum mechanics, notably the Copenhagen interpretation discussed in
Chapter 4, an additional step is taken to truncate the resulting state to just one of the
eigenstates in the superposition. This action is not done by the operator representing the
measured property but by an additional projection operator that is applied randomly, with
a probability given by the Born rule. In mathematical language, the Born rule is that the
probability of ending up in a state after a measurement is proportional to the square of the
inner product of the original wave function with that state.

Momentum and position operators. As with any measurable property, momentum p
and position x have corresponding operators acting on the wave functions. We will gen-
erally signify operators by “hats,” so that the operators corresponding to position and
momentum are X and p, respectively. Sometimes the hats are left off when it is obvious
that the term is an operator.
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When the wave function is represented as a function of x, that is, 1 (x), the X operator
has the action of simply multiplying the wave function by the number x. As discussed in
Section 9.1, for the same wave function v (x), the momentum operator corresponds to a
derivative acting on the matter wave function,

p= —ihi, (11.3.1)
ox
where 7 is Planck’s constant.

In operator language, we say that the value x is the eigenvalue corresponding to the state
|x), which is an eigenvalue of the operator x. The state |x) is not an eigenstate of the operator
p. But as discussed in Section 11.2, we don’t have to stay in the basis of the states |x). We
could instead switch to the basis composed of the eigenstates of the p operator. It will come
as no surprise that these are the same as the |k) states we introduced in Section 11.2. We
can see this in the following calculation.

We start by assuming that we don’t know what the eigenstates of p are; we just know that

they have eigenvalues equal to p = hk. Using the projection relation (11.2.15), we write
(xIplk) = / dk' (x|pIK) (K| k)

- / dk' ik (x|KY(k — )
= Tk (x|k)

1 .
= (hk)—=¢€", (11.3.2)
2w
where, in the last line, we have used our knowledge of (x|k) from Section 11.2. We now
observe that the derivative of the exponential function just gives us multiplication by ik,
which means we can write

(x|plk) = —ihi(xlk), (11.3.3)
ox

thus showing that the p operator has the expected action.

Commutation relations. In general, operators do not always commute; that is, it is not
always the case that 4B = BA for two operators 4 and B, When operators are used in a
different order, the final result can be different. We write the commutator [A, B] = AB—BA.
If the commutator is zero, then the order of the operators doesn’t matter.

The definition of the p operator implies the commutation relation

[x,p] = xp — px = ih. (11.3.4)

This can be seen by applying this term to any function f(x), and applying the rule for the
derivative of a product to the first term:

0 0
[ —i-1/(0) = i)~ (—z’xif(x) - if(x))
X ox 0x
= if (x). (11.3.5)

This commutation relation will be used to deduce an uncertainty relation in Section 11.5.
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A similar commutation relation exists for time and energy measurements. As discussed
in Section 9.1, in the Schrédinger equation, we equate

9
E=inl. 11.3.6
o (11.3.6)

By the same argument used in (11.3.29), there will be a commutation relation between the
energy and time operators. We apply this term to any function f(¢), and applying the rule
for the derivative of a product:

d d ad
(¢, ihg] () = ihta— / (1) — (ihta_rf ) +inf (t)>
= —ihf (¢). (11.3.7)

This implies the commutation relation [E, {] = ih.

11.4 The Schrodinger Equation

In bra—ket notation, the Schrodinger equation is written as

iﬁ%h//) = H|y), (11.4.1)

where H is the Hamiltonian operator, which we view as a square matrix acting on the
vector |Y) (which can have an infinite number of dimensions, to account for continuous
wave functions). The Hamiltonian operator acts on the wave function and gives its total
energy. In other words, the eigenvalues of H are

Hly) = ElY), (11.4.2)

where E gives the energy (e.g., in units of Joules).
If an eigenstate is used in the Schrédinger equation, we then have

iha%hp) = Ely), (11.4.3)
which is equivalent to the equation in function form,
ih%l//(x, 1) = EY(x,1), (11.4.4)
which has the solution
V(x, ) = Y(x, 0)e ET (11.4.5)

The eigenstates of the Hamiltonian operator correspond to wave states that keep the same
amplitude as a function of x but rotate in the complex plane over time. This property
ensures that the evolution of the wave function is unitary. For the wave solutions used
in Section 9.1, we can equate £ = hw.
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It can be proved that the set of all the eigenstates of the Hamiltonian make up a complete
set of states, which, as we saw in Section 11.2, means any physical state of the system can
be written as a sum of those eigenstates, each weighted by some numerical factor.

Separable Hilbert spaces. Suppose that the Hamiltonian of a system can be written as
a sum of two separate terms,

H=H, + H, (11.4.6)

each of which has its own set of eigenstates. It is then easy to show that the eigenstates of
the total Hamiltonian are products of the eigenstates of the two individual terms:

H|y)y2) = (Hilyn) 2) + 1Y) [(Hz[$2))
= (E1 + E2) Y1) 1¥2). (11.4.7)

Since Hj acts only on states composed of eigenstates of A, and H; acts only on its own
eigenstates, we can view the eigenstates of these different operators as existing in different
“spaces.” Again, for the case of simple vectors, this is easy to visualize. Suppose that H;
depends only on x, and H, depends only on y. In this case, we can write the eigenstates
of the system as product functions 1 (x)¥2(y). The variables x and y exist in orthogonal
dimensions, measured by the x- and y-axes. In mathematical language, we say that the x
and y states exist in different Hilbert spaces. What happens in one does not affect what
happens in the other.

The same concept can be used for Hamiltonians that depend on different types of fields.
For example, suppose that H] represents the energy of the electromagnetic field, quantized
into photons, while H> represents the energy of a fermionic electron field. We could apply
the same approach to say that the energies of these fields exist in different Hilbert spaces.

Now suppose that there is an additional term that depends on both x and y, that is,

H = H\(x) + Ha(y) + V(x,). (11.4.8)

In this case, we cannot write the eigenstates as pure products of states in different Hilbert
spaces, because the additional term mixes them together. However, it is often useful, if %4
is weak enough, to write the states of the system in terms of the eigenstates of just A1 and
H>. Since ¥ does not introduce any new degrees of freedom, we know that the eigenstates
of H| and H, are an adequate complete set of states that can be used to write any states of
the whole system. We can think of V/ as an “interaction” term that couples the eigenstates
of the original Hamiltonian to each other.

Interaction representation. It is often useful to rewrite the Schrodinger equation in a
different form to account for interactions. Suppose that the Hamiltonian is

H=Hy+V, (11.4.9)

where Hy = H|+ H,, which, for example, could be the energy of just photons and electrons
separately, and V' is a term for the energy associated with interactions between the photons
and electrons.
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Let the state of the system at time t = 0 be |¢g). At a later time ¢, the state is |1). The
Schrdédinger equation gives the time evolution of the system as

0 N
iha—tlgbt) = (Ho + V)|y). (11.4.10)

In the interaction representation, we define a new state | (f)) (written with the 7 in
parentheses rather than subscript), given by

Y(0) = 0y, (11.4.11)
and a new, time-dependent operator,
V(t) = Mtot/hjrg=itot/h (11.4.12)

In this representation, the Schrodinger equation is rewritten as

a A
ih—1¥ () = V(O (®), (11.4.13)

which has the advantage of not depending on Hj.

This represents the physical reality that in many systems, there is a very high-frequency
phase rotation that depends on the energies of H; and H; (e.g., the individual energies
of electrons and photons), and in addition, a much lower-frequency evolution that gives
the interactions between the particles. The high-frequency phase rotation is effectively
subtracted off by moving to the interaction representation, so that we can focus on the
interaction dynamics alone.

Note that the operator 17(1) now has an explicit time dependence. As discussed in Sec-
tion 12.2.3, it is also possible to give operators an explicit spatial dependence, and to write
down an equation that looks like a Schrodinger equation for the evolution of these oper-
ators in space and time. As discussed in Section 12.2.3, operators by themselves hold no
information content about the physical state of the system; the information about the phys-
ical state of the system is held in the wave function. Operators, even ones that evolve in
time and space, are only prescriptions for actions to be done to the wave function.

11.5 The Uncertainty Principle

The uncertainty principle in quantum mechanics is often presented as a deep mystery. How-
ever, as we will see, it is a straightforward deduction of the math of continuous functions.
It is only when we try to apply it to particles with definite, localized properties that it has
strange implications.

11.5.1 Fourier Analysis

We have already justified the Fourier transform theorem in Section 11.2 based on the math-
ematics of complete sets of states. This theorem says that any function f(x) can be written
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-5 5 X, k

A Gaussian function (heavy line) and its Fourier transform (thin line), which is also a Gaussian, with width inversely
proportional to the original Gaussian peak width.

as an integral of the oscillating function € times another function F(k), known as the
Fourier transform of f(x), as follows:

fx) = % / F(kye ™ dk. (11.5.1)

The way to think of this is to view the integral as a sum, that is, a superposition, of many
waves of the form ¢/, all with different values of k, each weighted by a factor F(k), giving
how much of each wave to include in the sum.

The function F(k) can be proved to equal

F(k) = /_ ” Fx)e™dx. (11.5.2)

Since F(k) is computed from f(x), and f(x) is computed from F(k), both functions are just
two different ways of representing the same information. Physicists talk of functions f(x)
giving the real-space description of a wave function, and F(k) giving the k-space descrip-
tion of the same wave function (also sometimes called reciprocal space, or momentum
space).

One particular choice for f(x) is known as a Gaussian wave packet, which has a peak in
one place, as illustrated in Figure 11.2. This function and its Fourier transform are given
by

f(x) — e*(xfxo)z/ZO'Z

Fk) = Vrwo2e o K2 =ik (11.5.3)
Note that o2, which gives the width of the peak, appears in the denominator of the exponent
in the original function f(x) but appears in the numerator of the exponent in the Fourier

transform. This means that a narrow peak in real space corresponds to a wide peak in
k-space, and vice versa.
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So far, all of this has been pure math. The quantum physics comes in when we identify
the momentum of a wave with its first derivative, according to the definition

a
p=—ih—. (11.5.4)
ax
The oscillating functions used in the Fourier transform are eigenstates of this operator
(defined in Section 11.3):

9 . .
—iha—(e’]‘") = hk(™), (11.5.5)
X

with eigenvalue ik, which we identify as the momentum.

This allows us to express the uncertainty principle in terms of waves. The width of the
Gaussian peak in real space, known as the standard deviation, is Ax = o, and the width
of the k-space peak is the variance of that peak. The product of the two widths for the
Gaussian wave packet is given by

AxAk = (o) (1/0) = 1. (11.5.6)

This is a pure wave mathematics result, which is quite general: the narrower a function is in
real space, the broader it will be in k-space. If we equate momentum as fik, then the above
relation becomes

AxAp = h. (11.5.7)

The term “uncertainty” comes from the Born rule, which treats a quantum wave function
¥ (x) as giving the probability P(x) of measuring a particle at location x, according to the
rule

P(x) o | (x)]*. (11.5.8)

That means that we interpret the width of the peak in real space as the range of typical
measurements of x, and the range of the peak in k-space as giving the range of possible
measurements of p. The Fourier result means that the narrower the peak is in real space,
the greater the range of possible measurements of p will be. There is a tradeoff between the
two uncertainties. As we have seen, this follows simply from the properties of any wave,
plus the assignment of the momentum p to be proportional to the first-derivative operator.

Uncertainty principle in diffraction. As discussed in Section 3.5, the uncertainty prin-
ciple for waves can be seen directly in the observation of diffraction, in which a constriction
of the size of a wave source leads to spreading out of the wave as it propagates away
from the source. When the wave gets very far from the source, its behavior at a point 7 is
described by the Fraunhofer diffraction formula (see, e.g., Hecht 2015),

V() = / dx e G—=on) (11.5.9)
S

in which the integration is over all emitting points X on the source. This can be seen as the
sum of all the plane waves propagating from the source.
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More generally, instead of assuming that the source has constant intensity, we can write
down a source function f(¥), which gives the amplitude of the wave emitted from the source
at each point. The Fraunhofer diffraction integral is then

V) = eEF—on / Px f@)e K, (11.5.10)

This is exactly proportional to the two-dimensional Fourier transform of the function f'(x).
The physical process of diffraction therefore automatically performs Fourier transforms.

Time-energy uncertainty. The results of this section follow from the commutation rela-
tion of the operators x and p, as shown in Section 11.5.2. It is therefore common to refer to
a commutation relation as an uncertainty relation, or an “incompatibility” relation.

When operators do not commute, this implies a tradeoff relationship in measurements
that those operators represent. Just as a wave that is squeezed to a small region will have
a wide range of wavelengths, and therefore large uncertainty in momentum, in the same
way, a wave that has a very short time duration will have a large range of frequencies, and
therefore large uncertainty in energy.

As discussed in Section 11.3, a similar relationship exists for energy and time. This
means that the total energy of a system is not always strictly conserved. In the long run,
it will be, but on short timescales, a system can pass through a temporary state in which
energy conservation is violated to an arbitrarily high degree. One well-known effect of this
is the energy of vacuum, discussed in Section 15.3, which can be viewed as arising from
the interactions of extremely short-lived particles that can appear and disappear.

11.5.2 Derivation of the Uncertainty Relationship

The uncertainty relationship of the previous section applies not only to the special case of
a Gaussian wave packet but also to any wave function. The following analysis shows that a
Gaussian wave packet has the minimum value of the product AxAp of any function.

The mean measured value of x is the weighted average

(x) =a/dxx|¢(x)|2, (11.5.11)

where « is the normalization factor, giving the total probability in all locations, determined
by

a = /dxhh(x)lz. (11.5.12)
If the wave represents just one particle, then the total probability will be ¢ = 1.

The uncertainty in x is the average distance it deviates from its mean value in any given
measurement. To quantify this, we define the average of the root-mean-squared deviation

of x from its average value x:
Ax = /(x — x0)*. (11.5.13)
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To find this, we can do the quantum mechanical average of | Ax|?, and afterwards take the
square root. This gives us

(IAP) = o / dx (x — ()PP )2
—a / dx (2 — 26(x) + WYL

— o [ / de 21— 2(2) f de x|y @) + <x>2]

= (%) — (x). (11.5.14)
Since we are free to set x = 0 at any point, we can define (x) = 0, so that we have simply
(1Aax?) = (). (11.5.15)

The same analysis applies to the p operator. The product of the uncertainties of x and p can
therefore be written as

(AN (A1) = () (p?). (11.5.16)

The Cauchy—Schwarz inequality of mathematics says that, for any two functions f(x)

and g(x),
( / dx |f(x)|2) ( / dx |g(x>|2> >

We also have the result of the math of complex numbers that the square of the magnitude
of any number is at least as great as the square of the magnitude of either of its real or
imaginary parts. That is, for any number 4,

2
dx f*(x)g(x) (11.5.17)

|4 > [Im4|>. (11.5.18)

Assigning f(x) = xy(x) and g(x) = py¥(x), we then have

2
(AP (1 ApP) = / dx (f*()g@) — g0 /()

ol () 25) ]

Using integration by parts, assuming f and g are negligible very far away, we can move the
derivative in the second term to :

Joel () = (055) )

= /dx [—ihw*x—w +ih1/f*x—w +ihl/f*l//:|
ox ox

(11.5.19)

= /dx ¥ <—ihxi + ihix> v. (11.5.20)
ox ox
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We have already seen in Section 11.3 that a simple consequence of treating x and p as
operators acting on continuous functions is the commutation relation,

[x,p] = xp — px = ih. (11.5.21)

Equation (11.5.19) therefore implies that, for our definitions of x and p,
(Iax}{|Apl) = [[x,pll) = h. (11.5.22)
The uncertainty relation between two measurements is directly related to the commutator

of the operators that represent those measurements, in this case x and p.
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All of the basic properties of field theory can be seen starting with the physical model of
the harmonic oscillator. As discussed in Sections 2.2 and 2.3, the properties of particles are
derived from the underlying wave mechanics of any system, assuming that the stretchiness
of the waves is like a harmonic oscillator.

12.1.1 Derivation of Harmonic Oscillator States

Here we give the detailed math to find the exact eigenstates of the simple harmonic oscil-
lator introduced in Section 9.4. A summary of the results of these calculations is given in
Section 12.1.2.

We start by defining the new operators

o Mawy

X = h X

. [ 1

p= Mﬁa)op' (12.1.1)

The commutation relation [x, p] = ik implies the commutation relation between x and p
[X,p] = i. (12.1.2)

The Hamiltonian (9.4.4) then takes the simple form

1
H= E(fcz + p*)hao. (12.1.3)
The Hamiltonian is further simplified by defining the new operators
. .
a=—=(x+1
ﬁ( P)
1
T _ A A
a' = —((x —ip). 12.1.4
ﬁ( D) ( )

Then we have

H = (aTa+ %) huwg
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- (fv n %) Fwo, (12.1.5)

where we have defined a new operator N = a'a. Note that a and o' are operators but are
commonly are written without “hats.”

Using (12.1.1), it is easy to show that the operators a and a' have the commutation
relation

[a,aT] =aa' —afa=1. (12.1.6)
This implies the following commutation relations:
[N, al = d'aa — ad'a

=d'aa — (aTa + Da

= —a, (12.1.7)
and

[]V, aT] =a'aa’ — d'a'a
= aT(aTa +1)— dlata
=a'. (12.1.8)

We now define |¢y) as an eigenstate of the operator N with eigenvalue N. Any state has
a norm that is real and greater than or equal to zero:

((@vla") @len)) = 0. (12.1.9)
This implies
(¢nla’algn) = (@nINI¢n) = N = 0. (12.1.10)
Since the norm is real and nonnegative, the eigenvalues of N must be real, and the lowest
eigenvalue is 0. We also have, using (12.1.8),
a'lgw) = (Va' —a'W)ign)
= —Na'lgn)
= Na'|lpn) = (N + Da' o). (12.1.11)
Thus, a'|$x) is an eigenstate of N with eigenvalue N + 1, which we write as Sy|on+1),

where By is a complex number. Assuming each of the eigenstates is normalized so that
(pn|dn) = 1, we obtain

(¢nlaa’gn) = (pnla’a+ Digw)

(BN+11BYBNIdN+1) = (ONI(N + Dign) = N + 1, (12.1.12)
which implies |By|?> = N + 1. Since an eigenstate multiplied by any phase factor € is
also an eigenstate, we can always write

a'lgn) = Bnldy + 1) = VN + 1lgw+1)

= VN + 1(e™gn11)) = VN + 1y, y). (12.1.13)
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where |¢} +1) 18 a new definition of the eigenstate. Choosing this phase convention for
every state, we can therefore write

a’lpn) = VN + 1éw11). (12.1.14)
Similarly,
algn) = (@N — Na)lgy)
= (N — Nalgn)
= Nal¢n) = (N — Dalén). (12.1.15)

Defining al¢n) = yn|¢n-1), we have

(pvlatalgn) = (onINIdN)

(On—1lyyyNIdN-1) = (dNIN|N) = N, (12.1.16)
which implies |yy|> = N, and by the same phase convention,
alpn) = VNlgy_1). (12.1.17)

If N is a fraction between 0 and 1, then N|¢N_1) = (N — 1)|¢n—1), which gives an
eigenvalue less than zero, which is not allowed according to (12.1.10). Since such a state
could be generated by applying a successively to any state with fractional N greater than
1, all states with fractional N are forbidden, and » must be an integer.

We therefore have a ladder of eigenstates of N equal to all the nonnegative integers. The
a' and a operators act as “creation” and “destruction” operators, or “raising” and “lower-
ing” operators, which take one eigenstate to another. Note, however, that definition (12.1.4)
implies that these are amplitude operators, which measure the amount of excursion of the
oscillator.! These operators are the fundamental tools of “second quantization,” which will
be the basis of quantum field theory.

12.1.2 Basic Rules for Particle Operators

The quantum mechanics of the harmonic oscillator revolve around the definition of the
new operators a' and a. As we will see in later mathematical sections, these operators will
become fundamental in quantum field theories. These operators have the commutation
relation

[a,a' 1= ad’ —afa=1. (12.1.18)
Using these, the Hamiltonian of a harmonic oscillator can be written as
H= (a*a n %) hao, (12.1.19)
with the energies of its eigenstates equal to

E= (N n %) hao, (12.1.20)

I Note that the amplitude measured by the a operators is the amplitude of the motion of the oscillator, not the
amplitude of the quantum wave function of the mass M that oscillates. As noted before Equation (12.1.12), that
wave function is always normalized.
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Linear chain of identical masses and springs.

where N is a nonnegative integer. We can write these eigenstates as |N). These are called
Fock states or number states.

The operators a and a' are known as destruction and creation operators, respectively,
because they have the following action on the eigenstates of the Hamiltonian:

alN) = +/NIN — 1)
a'INy = VI+ NN + 1). (12.1.21)

The operator a’ “creates” a quantum of energy in the system, while a “destroys” one quan-
tum of energy. Since energy is associated with the amplitude of a wave, these operators
jump the wave from one well-defined amplitude to another.

Equation (12.1.20) implies that the wave function of the harmonic oscillator is quantized
into states with definite energies. Because the jumps in energy, or “excitations,” have equal
energy equal to hwy, it is natural to define N as the number of “particles.” This is the
mathematical origin of particles in quantum field theory.

12.2 Phonon Quantization
|

We can take the formalism of the single harmonic oscillator from Section 12.1 and apply
it to a linear chain of identical atoms. Since the force between two atoms can be mod-
eled as a spring force, as discussed in Section 9.4, we treat the atoms as connected by
springs, as illustrated in Figure 12.1. Section 12.2.2 gives a summary of the results of this
calculation.

12.2.1 Derivation of Phonon Properties

For simplicity, we assume that all the atoms are identical. The Hamiltonian for this system
now depends on the distance between each of the two neighboring atoms, plus the kinetic
energy of each; it is given by

Z 1pi 1 2
H: : (EM —+ EK(}C" —)Cn_l) . (1221)
where the index 7 labels the individual atoms.

We define the following normal variables which are sums of the quantum mechanical
operators:
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=—= > pue ", (12.2.2)

where N is the total number of atoms.
We can rewrite the Hamiltonian (12.2.1) in terms of these new operators by using a few
mathematical tricks. First, we expand the sum over the x,, operators in (12.2.1) as

1 1
5K Xn:(xn —xp1)? = 5K Xn:(xﬁ — 2XpXp1 + X2 ). (12.2.3)

Since the sum is over all », the index (n — 1) is just a dummy variable that can be replaced
by n or (n + 1), if the chain is infinite or finite with periodic boundary conditions. We
therefore can write

1 1
K ;(xn —x) =K ;@xﬁ — 2%, X 1)

1
=K 2 _ - _ . 12.2.4
; (xn 5 Conn +xnxn+1)) (12.2.4)
Next, we can write
PILED U
n nn'

anxn:tl = anxn’an:tl,n’a (12.2.5)
n nn'

where 8, is the Kronecker delta, equal to 1 when n = n’ and zero otherwise. In the limit
N — o0, the Kronecker delta can be written in terms of the identity

1
Sut = Xk:e”‘“(" ", (12.2.6)

where k = (v/N)(27 /a), with v being an integer ranging from —N /2 to N /2. Substituting
this for the Kronecker delta in the two terms in (12.2.5), we have

N
1 . 1 o
Xn:xi = Xk: (ﬁ Xn:xne_lk‘m> (ﬁ ;x;e—zkan>
f
Xn:annil = Xk: (ﬁ Xn:xne—ika(n:tl)> (ﬁ ;xn/e—ikan’> i

(12.2.7)

or

2 _
I et
n k
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Y xanrr = Y 2t (12.2.8)
n k
and therefore,
1
EK Xn:(xn —Xpm1)? = sz: e |2 (1 — cos ka)

=2K Y | |* sin*(ka/2)
k
wg 2
=2K ) Inl (—)
1 2.2
= EMZk:ch o}, (12.2.9)

where we have defined
wi = wq sin(ka/2). (12.2.10)

The identities (12.2.8) can be applied to the sum over p, operators, to finally give
H= Z(MJF “Mo?|x k|2). (122.11)

Comparing this to the Hamiltonian (9.4.4), we see that the Hamiltonian for the linear chain
is a sum of independent Hamiltonians for single harmonic oscillators. Each value of &k
corresponds to a different harmonic oscillator, with a different natural frequency given by
the classical eigenfrequency wy.

Equation (12.2.11) allows us to treat each vibrational mode of the chain of atoms as
a separate, independent, simple harmonic oscillator. It therefore makes sense to quantize
each of these modes just as we did the single harmonic oscillator. We can then follow the
same logic as in Section 12.1 to write

H=Y"(ala, + 1) nox (12.2.12)
k
with
.
ap = T(Xk + ipk)
(LI S 12.2.13
a, = ﬁxk ipy) (12.2.13)
and

. | My,

X = N Xi

R 1

Pk = thkpk-

(12.2.14)
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The commutation relation is now
lag. a1 = S, (12.2.15)

where 8y & is the Kronecker delta-function, equal to 1 if k = &’ and zero otherwise. The
new operators have the action

ap|\Nk) = /NiINg — 1),
alINg) = T+ NeINg + 1), (12.2.16)

In this formulation, we call the energy quanta of the sound field phonons. These particles
appear simply as the eigenstates of the Hamiltonian of the field.

Continuum limit. The fact that our model of the system consisted of discrete atoms
does not affect whether or not there are phonons. We can equally well quantize the sound
field in the continuum limit. The mass M can be rewritten in terms of the mass density p,

M = pVeenn = plahw), (12.2.17)

where Ve is the volume of a small region, or “cell,” of the medium, and a, 4, and w are
length, height, and width, respectively, of this cell. The spring constant can be rewritten
in terms of an effective elastic constant C = Ka/hw, which gives the force per area F/A4,
as a function of the fractional change of the unit cell. Substituting these definitions into
(12.2.10), and taking the limit of the cell size going to zero, we have

K [Cla k [c
o = tim 2] % sin(kay2) = 2./ <L4Ka _ S (12.2.18)
a—0 M pa 2 0

The value of /C/p just turns out to be the speed of sound.

12.2.2 Basic Rules for Phonons

In Section 12.1, we wrote down operators a and a' for the destruction and creation of
quanta of excitation (“particles”) of a single harmonic oscillator. For a system with many
particles, such as a solid composed of many atoms, we can write the Hamiltonian of the
system in the same way but with many possible vibration states, each treated as a separate
harmonic oscillator. Each vibration state is identified by its wave number k = 27 /A, where
A is the wavelength. We now write the operators with a subscript, as a; and a;;, and write
the Hamiltonian for the total energy as

H=Y" (afa + ) hox, (12.2.19)
k

where wy, is the frequency of the wave with wave number k. The same rules apply to these
operators as for a single harmonic oscillator, namely

[ag. a1 = S, (12.2.20)

where 8y y is the Kronecker delta-function, equal to 1 if k¥ = &” and zero otherwise, and
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a;INg) = v/ Ni[Ng — 1),
alINg) = T+ NeINg + 1), (12.2.21)

To fully describe the sound field, we now need Fock states with a separate value of Ny
defined for each possible £, that is, | ... Ng,, Ng,, Ni;, . ..). The vacuum state corresponds
to each of these numbers set to zero. The creation and destruction operators for one k& do
not affect the number of particles in a state with different k.

Note that each mode has the energy hwy/2 even when Ny equals zero. If there is an
infinite number of atoms, the sum over all & is then infinite. Some people make a big story
about this zero-point energy, but it really is not a problem, and it does not provide some
new energy source that could be tapped into. Because it is a constant, we are always free to
change our definition of potential energy to add or subtract a constant, and so we can just
subtract off this constant value of all the zero-point energies.

12.2.3 Spatial Field Operators

Once we have defined the operators for pure k-states, the Fourier transform theorem says
that we can write any wave function as a sum of k-states. Therefore, we can make a cre-
ation operator for a wave in any spatial location by writing a sum of k-state creation and
destruction operators. We write, for a one-dimensional system,

—ikr

=) “=d
>
R Z eikr
V() =) —a, (12.2.22)
VLY

where L is the size of the system. (The limit L — oo can be taken, in general; see
Section 12.3.) These operators have a commutation relation similar to the operators for
k-states:

W), i) =8 —r), (12.2.23)

where §(r) is the Dirac delta function, equal to zero everywhere that » # #/, and with a total
area integral equal to 1. The spatial operator ¥ () can be viewed as creating a particle at
exactly the point r, but more properly, it is a weighting function for the wave amplitude in
space.

In general, a particle can be created with any wave function ¢(r) by writing the
superposition

1) = / dr (1 (P10}, (12.2.24)

where |0) is the vacuum state. The k-state ¢(r) = (1/+/L)e’*” can also be created this way.
Using the definition of &T(r), this resolves to
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9= [ dr e (f S et T)
- % Z < / dr e"("—"”’) a}£|0). (12.2.25)
k/

Using the identity
1 o
7 f dr €K = 8 1, (12.2.26)

(12.2.25) becomes simply
y) = a-|0) (12.2.27)

as one would expect.
Note the difference between a plane-wave state created by the creation operator ag and

a coherent state with amplitude A% = 1, which we will discuss in Section 12.5. The former
has exactly one particle, and indefinite phase (though it has a definite wavelength). The
latter has definite phase, and is a superposition of different number states, with average
number equal to 1.

Local atomic motion. The operators (12.2.22) are different from the operators we use
if we want to know the motion of the atoms in a sound wave. In that case, we solve the
equations in (12.2.13) for x; and py, to get

2

N o

= (ak a_k) . (12.2.28)

Definition (12.2.2) implies
1 ikan
=— ) xpe", (12.2.29)
=2
k

and therefore, by substitution, the position x of an atom at site » is given by the operator

1 h i ikan
S , 12.2.30
o «/N & 2M oy <ak * a_k> ¢ ( )

or, in the continuum limit,

A . »
=3 oV (ake’kr—i—aze ”"), (12.231)
k

where we have defined the continuous variable ¥ = na, and V' = NV is the total volume.
Since the summation is over the £ running from —oo to co, we have switched £ — —k in
the second term (wy depends only on the magnitude of k). Comparison to (12.2.22) shows
that this consists of the unitless phonon spatial amplitude operators, times a multiplicative
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constant, added to its complex conjugate to ensure that the value for the position is a real
number. In the same way, we can write for the velocity of the medium in the continuum
limit,
. p(r) . hey, ik t —ikr
i) =20 = -y o7 (ake’ —dle™ ) (12.2.32)
Spatial operators as a “field” Because the spatial field operators /() and /() are
defined for a continuum of locations », one can define a new type of field consisting of just
these operators (see, e.g., Teller 1995). This is allowable if we define a field as any set of

mathematical objects assigned to a continuous range of spatial positions. Furthermore, one
can define field operators with both spatial and temporal dependence, of the form

~ 1 . +
I/IT(V, H= Z ﬁe—z(kr—wkt)a;c
k

~ 1 .
b= ﬁe'(kr_wkt)ak. (12.2.33)

k

These operators obey a time-evolution equation entirely analogous to the Schrodinger
equation.

It is important to understand, however, that all operators in quantum theory represent
queries of the physical properties of a system, and/or prescriptions for changes to that
system, and do not hold in themselves any information content about the physical state
of the system. That information is held in the many-body wave function upon which the
operators act. This many-body wave function is typically represented by a superposition
of many Fock states, defined in Section 12.1. Even when the operators are given time
evolution, their time dependence does not represent the time evolution of any real state
of affairs; it just defines the variation of the operators over time, which can act upon any
number of different physical wave functions.

Therefore, the oft-repeated statement, that quantum fields are fields of operators, while
classical fields are fields of numbers, is very misleading. First, a field of operators can also
be defined for a classical field; for example, one can apply the gradient operator to a scalar
field at every point in space, as is done when deriving the force field from a potential-energy
function, F = —VU (7). Some might argue that in this case, the same operator applied is the
same at every point in space, while quantum field operators have an explicit »-dependence,
but, of course, we can always add an explicit 7-dependence to obtain a location-dependent
classical operator, for example, é(?) = f(#)V. It would make no sense to say that force
fields are somehow fundamentally different from other classical fields because they can
be discussed in terms of “operators.” As in the fully quantum case, the operator field E;(;)
contains no information about the real physical state of affairs; it is merely a prescription
for what to do with the information of that physical state.

Also, in quantum field theory, the many-body wave function is formally a vector, con-
sisting of the set of all the inner products of the state with each of the definable Fock states
of the system. It is no different mathematically from the vector field of electromagnetism,
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except that it has many more components, that is, degrees of freedom. This is the fun-
damental difference between classical and quantum fields: quantum fields have a vastly
greater number of degrees of freedom.

In quantum field theory, we may say that for electromagnetic waves and matter waves,
there is a continuous, real “thing” that plays the same role as the water in a water wave.?
Throughout this book, this “thing” is what we call the “quantum field;” it is a physical
entity, and waves in it are mathematically described by the many-body wave function. By
contrast, the “operator field,” consisting of the set of all possible spatial field operators,
carries no physical information and represents only a set of potential queries or actions
performed on the physical state of the system.

Note that the water waves discussed here are not just an analogy for quantum waves. Real
water waves are, of course, fully quantum in a universe governed by quantum mechanics.
Water waves are coherent states (defined in Section 12.5) in phonon fields, and phonon
fields are quantized by the same math as used for other fields, such as the electromagnetic
field, as we will see in Section 12.4. Phonon and electromagnetic fields are, in turn, the
same as matter fields except for one sign change, as we will see in Section 13.1. Thus,
water waves are an easily accessible example of a quantum field. If we ascribe reality to
the water field we see, there is no mathematical justification to treat other types of quantum
fields differently.?

12.3 The Thermodynamic Limit in Quantum Field Theory

As discussed in Section 12.2.3, we can write the spatial field operator for creation and
destruction of a particle at position  as

—ikr
=3 "=d
o
R Z eikr (
v(r) = —a, 12.3.1)
VLt

where L is the size of the system.

2 As shown in Section 12.2.1, the fact that a water wave is made of atoms is irrelevant; the same math can be
worked out for a continuous fluid. Therefore, phonon waves, of which water waves are one example, are not
fundamentally different from electromagnetic waves or matter waves in this respect.

Teller (1995) points out that, formally, one can write down all of quantum field theory starting with just Fock
states, without ascribing any physical meaning to these states. However, for the cases of phonons and photons,
we do know what these Fock states represent, physically — they represent spatially extended wave states with
various quantized amplitudes. As we will discuss in Section 13.1.1, we don’t have a similar physical intuition
for fermion fields. However, as discussed in that section, the only difference between photon and phonon fields
and matter fields is a single sign change from + to —. Therefore, it stands to reason that what is real in one case
is real in the other case, and that there is a similar underlying physical entity for fermions that plays the same
role as the water in water waves.

w
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This can be generalized to a three-dimensional volume V" as

—ik7#

V=Y ——d

2

i) Zeﬂ;'; (1232)

iH =S, 12.32
j VI

where 7 and & are now explicitly vectors.
Suppose that we create a many-particle state with N particles in various k-states by a
product of creation operators acting on the vacuum state:

N
i) = [Taj 10)- (12.33)
i=1

The density of particles at position 7 is given by the square of spatial field amplitude:

p = UnIY T @Y @) (12.3.4)

Substituting in our definitions (12.3.2) for the operators and (12.3.3) for the state, this is
1 Rt TT A
_ - —i(k—K')-F
o = (0] Ha;{l_ - D e Tazar, Ha%jw). (12.3.5)
j=

The destruction operator a, acting to the right will only give a nonzero result if ¥ equals

one of the 79, and the same happens for the a;{ operator acting to the left. We then have

1 N N PR
p=7 DO e kT (12.3.6)

i=1 j=1

For a large number of different k-states, the phase factors will, in general, cancel unless
k; = k;. We then have

1

N
02;_

N
=—. (12.3.7)
<y

1

The thermodynamic limit is defined as the case when we let both N and V' go to infinity,
with N proportional to V. This gives us a finite density p even in an infinite system. The set
of plane-wave states we have created gives the same average particle density everywhere
in space.

Note that, if we had first taken the limit /© — oo, then the spatial operators would have
been set to 0, and we would have gotten the incorrect result p = 0. The thermodynamic
limit is a standard method in physics for treating quantities that are independent of the
volume in the large-volume limit. It requires that we first compute the properties of a finite
system, and then take the limit of that finite system going to infinity. Nonsensical results
can be obtained if the infinite-volume limit is not taken properly.
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12.4 Photon Quantization

Because we have generated phonons from quantized sound waves, some people view them
as not really real, that is, an “epiphenomenon” in philosophical terms, while they view
photons as truly fundamental particles. The approach of field theory in generating photons
is exactly the same as that for generating phonons, however.

12.4.1 Derivation of Photon Properties

To start, we consider a model of space consisting of discrete elements of length a, height
h, and width w, as shown in Figure 12.2. We assume that the electric and magnetic fields
are nearly constant within each element, that the electric field points in the y direction, and
that the magnetic field points in the Z direction, as shown in the figure.

We write down the Maxwell Hamiltonian for the electromagnetic field as

11
H =V Z ( e0E2 + —%Bﬁ) , (12.4.1)

where Ve = ahw is the volume of each element, and & is a constant of nature known as
the vacuum permittivity. We can write £ and B in terms of the vector potential 4 according
to the definitions

. o
at
/E;.da - fi-di (12.4.2)
S

The first equation implies that Ais parallel to E, which means for a volume element shown
in Figure 12.2, the latter equation can be written as

Bywa = —(A4, — Ay—1)w. (12.4.3)

Substituting into the Hamiltonian (12.4.1), we have

H= VcellZ( eo(dn)* + l—(A n1)2>. (12.4.4)
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Recall that, for the sound wave, we had the Hamiltonian (12.2.1),
H= Z( —Mi% + K(x,, — X 1)) (12.4.5)

The one-to-one correspondence of these two suggests that we should treat them the same
way. Not only that, we know that the vector potential 4 acts as a momentum. In classical
electrodynamics, the momentum of a charged object moving in a magnetic field is equal to

p = Mi+qA. (12.4.6)

If there is a commutation relation of the classical momentum p and x, then there must also
be the same commutation relation between A and its conjugate, the electric field £.* We
can therefore apply the same quantization procedure as in Section 12.2, replacing M with
Veeni€o, K with Veerr/poa®, A with x, and E with —x. We write

H= Z(akak )hwk (12.4.7)

with

eo Vel . €0 Veell
a, = ( SO cellk 4 — i Ep

h howy

-

2

¥ 1 | €0Veenwk Vceuwk £0Veell
a, = 12.4.8
k 2 ( howy, ( )

and the normal variables

S

1 .
Ay = — A e—tkan
v

1 .
Ey=— Y Epekan 12.49
= Z , (12.4.9)
and the mode frequency
o = 25 sin(ka/2). (12.4.10)
a

In the continuum limit ¢ — 0, this mode frequency becomes, naturally, = ck, where ¢
is the speed of light. Although we used a fictional cell volume Vg for the photon Ham-
iltonian, when we compute real amplitudes in the continuum limit, we always encounter
V = VeenV, so the cell size drops out.

4 This analysis assumes transverse electromagnetic waves in the Coulomb gauge. In general, the commutation
relation is [4;(7), 4;(F)] = (ih/ao)éijsr(? —7), where 87 (7) is the “transverse” 8-function, which picks out
only the transverse part of a wave (see Loudon 1973, pp. 145-147). For the finite cell method used here,
87(0) = 1/Ve.
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Just as we did for phonons for x and p, we can write spatial field operators to give the
local values of the fields 4 and E. In the continuum limit, these are

h ‘ y
an=3" s (ake”" +ale ”"), (12.4.11)
k

and the electric field is

h | |
28;"{/ (e — afe™). (12.4.12)

E(r)=i)
k

12.4.2 Basic Rules for Photons

By treating the vacuum as a set of finite cells and then taking the limit when these cells
go to infinitesimal size, we have found that the exact same quantization method applies to
electromagnetic field, with the resulting photons, as did for a sound wave with phonons.
Although we used an imaginary cell volume V) for the photon Hamiltonian, when we
compute real amplitudes in the continuum limit, we always encounter V' = Ve N, so the
cell size drops out.

In fact, we do not know that the vacuum is really continuous — it may be that there is a
smallest “cell size” as in the case of a solid material or water carrying a sound wave. Some
people have proposed that space is granular on length scales of the Planck length, which
is very tiny, of the order of 10733 m. We also don’t know that the electromagnetic field is
strictly linear, that is, that its Hamiltonian is exactly given by (12.4.1), which allows us to
have eigenstates perfectly equally spaced. In fact, we know that it is not, when interactions
with charged matter are allowed.

The one-to-one correspondence with phonons allows us to write destruction and creation
operators in the same form, namely we write the Hamiltonian for the total energy as

H=Y" (a};ak + %) haoy, (12.4.13)
k

where w; = ck is the frequency of the wave, with the action of a; and aZ governed by
the commutation relation The same rules apply to these operators as for a single harmonic
oscillator, namely

[ag. a1 = S, (12.4.14)
and
@ IN) = VNN — 1),
alINg) = v/T+ NelNg + 1). (12.4.15)

As with the sound field, we write Fock states for the photons with a separate value of Nj
defined for each possible k. The vacuum state corresponds to each of these numbers set to
zero. As with phonons, each mode has a zero-point energy hwy /2.

To all intents and purposes, photons have no more “reality” in quantum field theory than
phonons. Both are the quantized energy of the excitations of the systems that they apply to.
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12.5 Coherent States of Bosons

The operators a; and a,t introduced in Section 12.2 are called creation and destruction oper-
ators because of their roles in the algebra to create and destroy excitations of the field. These
operators correspond physically, however, to measurements of the complex amplitude of a
wave. The eigenstates of a; correspond to states with definite phase and amplitude, that is,

aplog) = aglayg), (12.5.1)
where a; = Aze% is a complex number that gives the complex amplitude of the wave.
By itself, the operator a, does not have real numbers for its eigenvalues, which means

it cannot correspond to experimental observations. The sum (a; + az) does, however, and
corresponds to

(kl(ay + a)le) = 24 cos By la). (12.5.2)
This is the real amplitude of a field, which can be measured. The state |a), which is an
eigenstate of a, is called a coherent state, because it has a definite phase and amplitude.

By definition (12.5.1), the product a;iak therefore gives
((xkla;iakmk) = Are U A (o) = A7 (12.5.3)
Recall from (12.2.16) that product a};a + acting on a Fock number state gives the value

(Nelaja,INe) = v/Ney/Ne(NelNe) = N (12.5.4)

In other words, the product a}:ak gives the number of particles in a state. We write this
as the number operator Ne = a,ia ; (the hat distinguishes this from the simple occupation
number, Ng). As we see in (12.5.3), the same measurement gives the amplitude squared
of a coherent state. In other words, a measurement of the square of the amplitude is a
measurement of the total number of particles.

Clearly, a coherent state is not also an eigenstate of the number operator. In terms of the
Fock number states, a coherent state is equal to the superposition

00 Ny
2 o
) = e~ 1ol7/2 § —k_|Ng). (12.5.5)
Ni—o VNE!

12.5.1 Time Dependence of a Coherent State

The time evolution of the complex amplitude can be found using Schrédinger’s equation:

at at ot

1 1
<_£<ak|H) aplog) + (aklay (EHIO%))

1
E(akuak;H“Olk)- (12.5.6)

0 0 0 0
—ap = —({oklarlog) = (—(Otk|> alog) + {aklay (8_t|01k))
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N

L
Akcos ol A,

The field oscillation represented by a phasor.

The Hamiltonian has the form in (12.2.12). Only the term in H with Ny = azak has a
nonzero commutator with @, so that we have

a%ak = —iwp k] [ap, Nellok)
= —iwy{ag|ag|og)
= —iwpay, (12.5.7)
which implies
a, () = Age " (12.5.8)

Therefore, in a coherent state, the real and imaginary components of the amplitude are

1 . .
Ap = EAk (e_lwkt + elw"t) = Ay cos wyt

A= zliAk (e — k') = —Ay sin wyt, (12.5.9)
as illustrated in Figure 12.3. We can represent the state of the system as a vector (4g, A7)
in the complex plane, known as a phasor, as shown in Figure 12.3. This vector rotates
clockwise with angular frequency wy.

More generally, we can write operators for the real and imaginary components of the
phasor, given by

¥
N a, +a
Ar =Rea, = %
A ak—az
1

Classical correspondence. The amplitude of a coherent state has no upper limit, while
as shown in Section 12.5.2, the uncertainty in the amplitude is a constant. Therefore, in
coherent states with very large amplitude, the uncertainty in the amplitude as a fraction
of the amplitude becomes negligible. The solution for Ag in (12.5.9) can then be taken
as a classical wave, that is, as a wave with continuous range of the amplitude 4, with
no quantization. This is the modern view of all classical waves, whether water waves or
sound waves or light or radio waves — they are quantum coherent states with a macroscopic
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amplitude, so that the energy difference due to adding or subtracting single particles is
negligibly small.

12.5.2 Number-Phase Uncertainty and Coherent States

There is no rule that a system must always be in a Fock state, that is, that it must have a
definite number of particles. States can range anywhere from Fock states with a definite
number of particles, to coherent states with definite phase (defined in Section 12.5.1), and
anywhere in between these.

Just as there is an uncertainty relationship between x and p, there is also number-phase
incompatibility due to the fact that the number operator Ni and the complex amplitude
operator a; do not commute. From (12.1.7), we have

[a,, Ni] = ;N — Niay, = ay. (12.5.11)

Since the phase 6; is found by a measurement of complex amplitude (ax) = Are’*, we
cannot determine the phase exactly if we know the number of particles exactly. A meas-
urement of definite phase is a common physical measurement, though, which implies that
physical states exist that cannot have a definite number of particles.

For coherent states, we can write an uncertainty relationship between the real and imagi-
nary parts of the complex amplitude analogous to the relationship between x and p. We use
the time evolution equation (12.5.9) to obtain the uncertainty in the real component:

(AARY?) = (axl(Ar — AR)*|otx)
= (o |(A — 24RAR + A%)]x)

= (| (%(a,ta}; +aga;, + 2aZak +1)

—(a,t + a;)Ay cos wyt + A% cos? cukt> loe)
A2 . .

— Zk <621wkt + e—Zzwkt + 2) + %

— A2 ("M + &™) cos wyt + A7 cos” wyt

, (12.5.12)

B

that is, Adgr = % The same result is found for AA4;. Thus, although a coherent state is
not an eigenstate of the Hamiltonian, the uncertainty in the complex amplitude does not
increase in time.

We can represent the total uncertainty as an area in the complex plane equal to
AARAAr = %, as shown in Figure 12.4(a). This is the minimum possible total uncer-
tainty. All states other than the coherent state have larger total uncertainty. The uncertainty
principle along one axis can be reduced, however, if the uncertainty in the perpendicular
direction is increased. For example, as shown in Figure 12.4(b), the uncertainty in the phase
can be reduced by increasing the uncertainty in the number, keeping the total area the same.
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(a) Uncertainty of a coherent state in the phasor picture. (b) A squeezed wave in the phasor picture. (c) A Fock state in
the phasor picture.

Figure 12.4(c) shows a Fock state, which has minimal amplitude uncertainty and maximal
phase uncertainty. States that have one type of uncertainty traded off against another are
called squeezed states. Many experiments have demonstrated the effect of reducing the
uncertainty of one component below the value of 1/2 by increasing the other.
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We have seen in Sections 12.2 and 12.4 that phonons and photons arise as the energy of
excitation of vibrational and electromagnetic fields. It is therefore natural to suppose that
all particles have a similar origin, from the quantization of an underlying field. In particular,
it is natural to view electrons as having the same status.

13.1.1 Quantum Field Hamiltonians

As we have seen, both phonons and photons have the form of Hamiltonian:
H=Y"(ala, + %) hox, (13.1.1)
k

with the commutation relation
[ag, a1 = azal, —ala, = Sy, (13.1.2)

where 8y is the Kronecker delta-function, equal to 1 if k = & and zero otherwise, and the
action of the operators is given by

ag|Ng) = v/ NgINg — 1),
alINg) = T+ NNy + 1), (13.1.3)
These are the characteristic properties of bosonic fields, and the particles associated with
these fields are called bosons.
Following the work of Dirac and others, it was found that the properties of electrons,

protons, quarks, and a vast number of other types of particles can be described by the same
formalism but with a single sign change from + to —. One can write

H=Yalaho, (13.1.4)
k
where we ignore (for now) the constant 1/2, and instead of a commutation relation for the

operators, we use the anticommutation relation

{ay, az,} = aka;:/ + a,t,ak = Sk s (13.1.5)
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which implies that the action of the operators is given by
a|Ni) = v NgINk — 1),
alINg) = /T = NNy + 1), (13.1.6)

This is known as a fermionic field, and the associated particles are called fermions.
Although we have left off the constant 1/2 in (13.1.4), one can argue that there is a similar
zero-point energy, as we will see in Section 13.1.2.

Since there are many possible k-states, we can define Fock states and field operators
for fermions just as for boson particles like phonons and photons. The many-body Fock
number states are written as | ... Nk, Ni,, Ni,,...) just as for phonons and photons but
with the constraint that all N; must have values only of either 0 or 1.

Although the fermion formalism involves a simple sign change in going from the com-
mutation relation of bosons to the anticommutation relation (13.1.5), it has enormous
physical consequences. Relation (13.1.6) ensures the law of Pauli exclusion, that each
quantum state can only have one of two amplitudes, either 0 or 1. This means, among
other things, that we cannot construct a coherent state, as discussed in Section 12.5, from
fermion operators. This is the primary reason why phonons and photons are associated
with classical waves while electrons and other fermions are not.

Which version is the fundamental version? In Sections 12.2 and 12.4, we started with
the familiar properties of classical fields, namely sound and light, and showed that when
they are treated quantum mechanically, one naturally gets the particle picture as excitations
of the underlying fields, which can then be described by the particle operators defined by
(13.1.1)—(13.1.3). Could we do the same thing with a fermion field?

Section 13.1.2 gives an analogous calculation, but it’s not actually necessary to find
such equivalence. Instead, we can make yet one more mental shift, to view the commutator
(13.1.2) and anticommutator (13.1.5) of both types of fields given above as the fundamental
properties of the fields. Then it is easy to show that one can start with the properties of ay
and a}: operators of boson fields and go backwards to derive the properties of the x and
p operators used for classical fields. In other words, the “fundamental” field formalism
for both types of field is given by the commutation and anticommutation relations, and
because of the physical implications of the sign change, one type of field (bosons) allows
classical fields to be constructed from the excitations, while the other does not. The things
we observe as x and p, in this approach, are actually epiphenomena of the more basic field
quantization rules for bosons.

The fact that the boson and fermion fields have the same mathematical structure except
for a positive or negative sign seems to indicate that they have the same underlying basis
in reality. Hanging an entire philosophy of ontology (i.e., saying that fermion fields are not
real) on a simple sign change seems unwarranted. Why should we say that fields with +
sign are “real” and fields with — sign are not real? (Or vice versa, for that matter.)

13.1.2 Visualizing the Fermion Field

The fact that there are only two allowed Fock states for fermionic fields, |0) and |1), allows
us to write the fermion creation and destruction operators explicitly in terms of 2 x 2
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matrices. We define creation and destruction operators for fermions analogous to those we
used for the bosonic field:

a= z(ax —ioy)
1
a = 7 (0x + i), (13.1.7)

where the o operators are Pauli operators (discussed further in Section 13.2), acting on
two states |0) and |1). Note that the Pauli operators used here do not act on the spin degree
of freedom, introduced in Section 13.2, which interacts with magnetic field. Instead, these
Pauli operators act on a different degree of freedom which also has two states, which we
have called |0) and [1). In the common picture, we identify |0) as “no particle” and |1) as
“one particle.”

Written explicitly, these operators are

(00 i (01
a_<1 O)’ a_<0 O). (13.1.8)

It is easy to see that ¢ has the action of taking the ground state of the system and converting

it to the upper state, and vice versa:
1 0
a(0>_(1>. (13.1.9)

0 1
i _
“(V)-(0)
As with the bosonic operators, we can define the number operator

A

1
N=aa= Z(O’x + ioy)(ox — ioy)

1
= —(07 + 0, —i[0,0,])

4
1
= 5(1 +02)
1 0
= 13.1.1
( 0 o ) : (13.1.10)
where we have used the properties of the Pauli matrices,
axz = cryz =o0’=1
[ox, 0y] = 2i0s. (13.1.11)

The diagonal elements of the matrix operator for N in the last line of (13.1.10) correspond
to the allowed fermion occupation numbers, 0 and 1.

These creation and destruction operators also satisfy the fermion anticommutation
relation:

1
{a,a’} = Z(ox + ioy)(0x — i0y) + (0x — i0))(0x + i0y})
1 2 2 . .
= Z(2ax + 20, — i[ox, 0y] + i[ox, 0y])
=1, (13.1.12)

which is also easy to see by multiplying the explicit forms of the operators.
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A

Y

R

The number states of fermions seen as opposite rotations in a complex plane.

As will be shown in Section 13.2, the fermion Hamiltonian can be written in terms of
four relativistic spin-eigenstates as

H =" (hop Ny —hop Np., ), (13.1.13)
ks
where the index s refers to one of two spin states, and the final subscript + refers to one of
two “bands,” with either positive or negative energy. It is suggestive to rewrite this in terms
of two zero point energies:

I s 1 I e 1
H=), [ﬁwz‘c,s <§Uz( o 5) — hay (502( S 5)}
ks
1 Z Ta
=2 Shay, (o) — ok, (13.1.14)
ks

where az(k’s’i) is the Pauli spin matrix defined in (13.1.11), for an eigenstate with a particu-

lar choice of 7(, spin s, and positive-or negative-energy band. This can be explicitly written
as

7{,5,:!: _ 1 0
o) _ ( b0 ) (13.1.15)
acting on the two states |0) and |1) in each band. If we now switch to the x basis states
of the Pauli matrices, the z eigenstates correspond to rotations between these two states.
This then leads to the natural interpretation that the state |1) corresponds to clockwise
rotation in a complex plane with frequency wj /2, and the state |0) corresponds to coun-
terclockwise motion, that is, frequency —op /2, for the positive-energy band, as illustrated
in Figure 13.1. The rotations are the opposite for the negative-energy band.

We thus see that it is no accident that there are two allowed occupation numbers 0 and 1.
These can be seen as just two different expressions of having an intrinsic degree of freedom
of the field with two allowed states. In other words, the existence of the states |0) and |1)
can be seen as a consequence of rotation of an element of the field with constant amplitude.
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Instead of having an oscillation corresponding to a springiness that stretches from zero to
large amplitude, as in the case of bosons, the oscillation in a fermion wave corresponds
to a rotation with constant amplitude, with two choices of clockwise or counterclockwise
rotation.

The calculation of this section also can be viewed as a spin-statistics argument; that is,
the anticommutation relation (13.1.12), which gives rise to Pauli exclusion, can be seen
as a direct consequence of the assumption that fermion fields correspond to rotations
between two states, which in turn follows from the assumption of Paul Dirac, discussed
in Section 13.2.1, that the amplitude of the wave must always be constant and never go to
ZeTo.

This approach also gives a natural way of thinking about the fact that the Schrodinger
wave equation always gives clockwise rotation in the complex plane and never the opposite
rotation. It is natural to take the two axes of the rotation plane as the real and imaginary
parts of the wave function. The ground state of the system corresponds to all the states in
the upper band rotating counterclockwise, and all the states in the negative-energy band
rotating clockwise. An excitation out of this ground state flips one rotation in the positive-
energy band to the clockwise direction, and one rotation in the negative-energy band to the
counterclockwise direction.

The form of the Hamiltonian (13.1.14) means that this ground state has infinite negative
total energy, as also found in the analysis of the Dirac equation in terms of a negative-
energy “Dirac sea,” as we will see in Section 13.2. As discussed in Section 12.2.2, an
infinite ground-state energy is not a fundamental problem, because it is a constant like any
other constant, which can be subtracted from the total energy. One might argue that the
infinite positive zero-point energy of bosons cancels the infinite negative zero-point energy
of fermions, but there is no need to do so; the zero-point energy is a constant in any case.

13.1.3 Fermion Spatial Field Operators

As we did for bosonic fields in Section 12.2.3, we can define fermionic spatial field
operators that give the amplitude at a point » in space:

—ikr

V=Y "=d

2

b (r) Z"W (13.1.16)

Y(r) = a. 13.1.1
—~ VL

The anticommutation relation for the electron spatial field operators is then

W), o)y = 8(r— 7). (13.1.17)

For both fermions and bosons, one can create a particle in a general state ¢ using

|p) = /dr ST (1)]0). (13.1.18)
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From this, one can define the general creation operator for an electron in state n,
i = [ arouriton (13.1.19)

We can multiply by ¢:¥(+) and sum over a set of states 7, to obtain

Yo"l = / dr [Z ¢Z(r’)¢n(r)} Ao} (13.120)

By the same math as discussed in Section 11.2, for a complete set of states, the term in
parentheses is equal to §(» — 7). We therefore can resolve the integral and find

I =3 ekl (13.121)

for any complete set of state n. Definition (13.1.16) is just a special case of this, since the
set of all waves of the form ¢’ /\/L is a complete set.

13.2 The Dirac Fermion Field

The theory of fermions is one of the great triumphs of twentieth-century physics. Most of
the credit belongs to Paul Dirac, who started, like Einstein, with some simple assumptions
and laid the foundations for the Pauli exclusion principle of chemistry, Fermi statistics in
solids, and antimatter in particle physics.

13.2.1 Derivation of the Dirac Equation

In this section, we reproduce Dirac’s (1947) simple but elegant argument to deduce the
relativistic wave equation for particles with mass. The basic problem is that the Schrodinger
equation

ih%w = Hy (13.2.1)

is not relativistically invariant if H is given by the standard kinetic energy p?/2m =
—12V2/2m. In relativity, the conserved quantity is E2 = (mc?)? + (cp)®. The energy is
squared in this relativistic invariant, however, while Dirac believed strongly that the equa-
tions for the particles should be linear in the time dependence. His argument was that, if it
is not so, then the square of the amplitude of the wave function is not constant over time;
as discussed in Section 9.1, it “winks out” during every oscillation. This is the case for
boson fields, but that did not bother Dirac, because those did not have mass, for any fields
he knew.

To obtain a linear equation, we can factor the relativistically invariant term E2 — (mc?)* —
(cp)? into two linear terms as follows:

E* — (mc?)? — |cp|? = (E + agmc® + ca - pYE — agmc® —ca -p) =0,  (13.2.2)
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where a; are four new operators that commute with p. Clearly, if either of the two factors
is zero, then the full relativistic term is zero, satisfying relativistic invariance. Since the
components of ¢; all commute with the components of p, they must describe some extra
degree of freedom.

It turns out that this factorization is only possible if the operator & has the anticommu-
tation property

{ai, (xj} = oo + oja; = 23,‘]‘. (13.2.3)

In order to have four linearly independent operators that anticommute, the new operator
must be represented by a matrix with at least four rows and columns. There is not one
unique choice for these matrices, and various theories have been developed for different
representations. The standard choice, following Dirac, is the following:

E| 0 0o
_ = 13.2.4
Ol() ( O _ ) > al < Uj 0 > > ( 3 )

where o; are the standard 2 x 2 Pauli spin matrices

U_(Ol) 0_(0 —i) U_(l 0)
*“\1o0) i o) Z7\o -1)
10
E_<0 1) (13.2.5)

These are the standard spin matrices used in quantum mechanics textbooks.
We can therefore write a relativistically invariant wave equation for particles with mass
as follows:

a - o
ih=- V) = HIY) = (ome® + ci - p)Iy), (13.2.6)

where |{) has four components. This is the Dirac equation. Note that even when the
momentum p; = —ihV gives zero contribution, there are both positive- and negative-
energy solutions, or bands, with (H) = £mc?. This symmetry means that it doesn’t matter
that we used (13.2.6) instead of H = —agmc? —ca - p, though both are equally valid accord-
ing to (13.2.2). It does raise the interesting equation of what we mean by negative-energy
solutions, though. Dirac hypothesized that the negative-energy solutions are all filled with
electrons, one per state according to the Pauli exclusion principle. Therefore, unless they
are given enough energy to jump up to the positive-energy band (at least 2mc?, which is a
million electron volts), they will have no effect on electrons in positive states. The energy
of this Dirac sea of negative-energy electrons does not matter because it is a constant;
as discussed in Section 12.2, we are free to define the vacuum as the ground state of the
system and treat its energy as a constant, even if that constant is infinite.

The existence of the negative-energy sea led Dirac to predict the existence of positrons
and antimatter in general. This was a tremendous success of theoretical physics driv-
ing experiment, with a successful prediction. When energy is given to an electron in the
negative-energy band, it can jump to the positive-energy band, making a standard, free elec-
tron. It will leave behind an empty state, sometimes called a &ole, in the negative-energy
states. This hole is like a bubble of air in a glass of water: it can move around, and it
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reacts in the opposite direction as an electron to forces. To all intents and purposes, it acts
like a particle with positive charge. It is therefore called a positron. An electron in the
positive-energy states can fall back down into a hole like this in the negative-energy states,
at which point both the free electron and the positron would disappear, releasing energy of
at least 2mc?. This is known as recombination or annihilation of electrons and holes. In
other words, matter and antimatter annihilate each other.!

Although we may think of electrons as elementary particles, we can see from this analy-
sis that they are excitations out of the vacuum state, which can be created and annihilated,
just like photons and phonons. The same is true of all fermions.

The symmetry of the Dirac equations raises a philosophical problem. If the ground state
of the universe is a filled Dirac sea with no excitations (i.e., no free electrons or holes), we
would expect equal amounts of matter and antimatter, because the excitation of one electron
to the positive-energy states leaves behind exactly one hole. If this were the case, however,
we would expect all the free electrons to recombine with holes eventually, and we could not
endure the energy released by all the recombination. Some cosmologists therefore believe
that there is some small, additional term that must be added to the equations to give an extra
amount of matter even in the ground state, but this would break the aesthetically appealing
symmetry of the Dirac equations.

13.2.2 The Dirac Equation and Spin

Dirac’s formalism requires four states, two in a positive-energy band and two in a negative-
energy band. The two states in each band are known as the two “spin” states. We can see
the connection of this spin degree of freedom with angular momentum by looking at the
effect of a magnetic field on the particles.

In the presence of a magnetlc field, we modify the relat1v1st1cally invariant term by the
standard substitution p — p — qA where ¢ is the charge, and A4 is the vector potential. The
invariant term (13.2.2) thus becomes

E? — (mc*)? — |ca - (p — qA)* = 0. (13.2.7)

We would like to find the Hamiltonian that includes magnetic field in the nonrelativistic
limit. To do this, we can adopt the strategy used in standard relativistic mechanics, in
which we assume that the momentum terms are small compared to mc, and expand in a
Taylor series, which allows us to write £ = /(mc2)? + (cp)? ~ mc? + p?/2m. The last
term of (13.2.7) can be simplified by using the properties of the «; matrices, namely the
anticommutation rule (13.2.3) and aya;, = io;, for cyclic permutations, as well as the
definition p = —ihV, so that we obtain

E? = (mc®)? + A1p — gA)* + he*G - (V x A). (13.2.8)

1 The concept of free electrons and holes was actually first worked out in the context of solid state physics, for
electron bands in solids, and adapted to Dirac’s theory. Conceptually, there is no difference between the two
cases: in each case, the ground state of the system is found, with an energy gap to the first set of excited states.
For an extended discussion of hole states in solids, see Snoke 2020, Chapter 2.
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Writing E as a Taylor series of the square root of the right side, and recalling B=V x ;1,
we then have

1L - h. -
E:mcz+%lp—qA|2+;]—ma~B. (13.2.9)

The first two terms correspond to the standard nonrelativistic Hamiltonian for a particle in
a magnetic field, while the last term is a new term that arises from the fact that we needed
to introduce the o matrices for the relativistic wave equation. This term is the Zeeman spin
splitting in magnetic field, which corresponds to particles with magnetic moment of +4/2.
Thus, we obtain the standard picture of fermions as having half-integer spin.

Recalling the discussion of Section 13.1.2, we see that there is a natural connection of
the fermion statistics to the existence of half-integer spin. As we have seen, the spin of
fermions follows from the assumption of Dirac that the amplitude of the electron wave in
any state is never zero; instead, it rotates in the complex plane with constant amplitude.
Getting this requirement to work with relativity led to all of the formalism of spin and
negative-energy states given in Section 13.2.1.

As seen in Section 13.1.2, a rotation with constant amplitude in the complex plane, with
two components equal to the real and imaginary parts, can be rewritten in the basis of the
two states |0) and |1) that correspond to “unoccupied” and “occupied.” As shown in that
section, to make this work out, the amplitude operators must anticommute, which in turn
implies fermion statistics.
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The equations of quantum mechanics give predictions for the deterministic evolution of the
wave function of many-particle systems. Schrodinger’s equation (introduced in Section 9.1
and presented in Dirac notation in Section 11.4) is the overall controlling equation for
time dependence. Another rule, known as Fermi’s golden rule, can be derived from it.
Fermi’s golden rule is useful when we can treat a system as a set of distinct energy states
(“eigenstates”) with weak interactions between them. Then we can use Fermi’s golden rule
to find the relative weight of each eigenstate in the system after some time.

Fermi’s golden rule implicitly assumes the existence of decoherence, which is introduced
by coupling the system of interest to a huge number of other states. Decoherence leads to
irreversible behavior, and is a major topic of study, which is discussed in Part V of this
book. In the second half of this chapter, we introduce a different model, known as the Bloch
equations, which allows decoherence to be either left out or included in small amounts.

14.1 Fermi’s Golden Rule

201

Fermi’s golden rule is purely a wave result but has a natural interpretation in terms of par-
ticle transition probabilities when we write it for the many-particle Fock states introduced
in Sections 12.2 and 13.1.

14.1.1 Derivation of Fermi’s Golden Rule

We begin by assuming that the Hamiltonian of a quantum mechanical system is given by
H=Hy+ 7, (14.1.1)

where H) is the energy of just the photons and electrons separately, and V is a term for the
energy associated with interactions between the particles. We assume that ¥ gives small
alterations of the eigenstates of Hy. We then talk of transitions between the eigenstates (i.c.,
the particle states) of Hy due to V.

We now adopt the interaction representation, introduced in Section 11.4, and write the
state of the system at time # = 0 as [y(0)). In the interaction representation, we define the
state |y (7)), which obeys the Schrodinger equation

i 10) = PO ). (14.12)
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Integrating both sides of this equation, we have
1 [
v (@®) = 1¥(0) + ﬁfo VIO (e))dr. (14.1.3)

If Vis sufficiently weak, and the time elapsed is sufficiently short, then to first order in ¢,
we can approximate | (Z)) = |y(0)), which implies

1 L. / /
W (f)) = (1 +£/0 V(t )dt) [v(0)). (14.1.4)

To find |y (f)) to second order in ¢, one can substitute this approximation for |y (f)) into
(14.1.3). By repeated substitution, one can show that

() = (1 + (1/ih) / tdt’ V(') + (1/ih)? f td/ / ' dr’ ﬁ(z’)ﬁ(r/’)+...)|1/f(0)>,
' v (14.1.5)
which we can write in shorthand as
(1) = e~ M I VO |y 0)) = 5(,0)[y(0)). (14.1.6)

The operator S(z,0) is unitary, which means that the wave function is normalized at all
times so that (¥ (¢)|¥(¢)) = 1.

Suppose that the system at time ¢+ = 0 is in the initial state |i), which is an eigenstate of
Hj. Using the definition of the full state,

) = e Ho/ Ry (p)), (14.1.7)

the first-order expansion (14.1.4) gives the overlap of the system being in a final, different
eigenstate | /) at time ¢,

(flv) = e WWEL £1y(r))

X 1 ! N
et L f I df
lh 0

t

=e*<"/ﬁ>Effl< yalal) / /ME=E) gyt (14.1.8)
ih 0

where we have used the fact that at time r+ = 0, the initial state is the same in both

representations, |{(0)) = [yo) = |i), and we have assumed that (f|i) = 0.
The total weight of state | /) at time ¢ is therefore

t 2
/ STE—EDY gy
0

S/ E—EDi _
(i/h)NEf — Ej)
2
i e SCIEr = B2
P =g

1 A
(f 1Y) 1* = ﬁl(fIVIi)lz

2
1 N
=ﬁ|(fIVIi)|

(14.1.9)
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f(E, DI 1

5 10 15
Etln

The peak function £ (E, £) = sin®(Et/2h)/(E/2h)?, which appears in the calculation of Fermi’s golden rule.

The function sin’(Ef/2k)/(E/2)* is a peak with oscillating wings, as shown in Fig-
ure 14.1. As time increases, the zeroes of the oscillations get closer together in energy,
so that the width of the central peak decreases, and the height of the peak increases, so that
it looks more and more like a §-function, which is equal to infinite when E; = Ey and zero
otherwise. For times 7 long compared to the oscillation time, we can take the mathematical
limit,

™ — 1|2 i sin?(xt/2)
—_— — 1 —

N X
= 8(x)2rt. (14.1.10)
We can therefore write
ad 2 Al
AW = =1V 1) 8B, — Ep. (14.1.11)

This is one form of Fermi's golden rule for transitions from one quantum state to another.
The term (f| Vi) is called the matrix element, and gives the strength of the interaction,
which controls the speed of how fast transitions occur.

If we interpret the square of the wave function as a probability, according to the Born rule
(defined in Section 11.3), Fermi’s golden rule gives us the probability of a transition from
state |i) to state | /) per unit time. More generally, it tells us that an initial, prepared state
will tend to dissipate as it seeps into many other states, and gives us the relative fraction of
the weight given to each of these states.

Although the é-function has value equal to infinity when £y = Ej, it will not cause a
problem, because in any real calculation, a sum is done over many final states | f). When
this sum is converted to an integral for a continuous range of states, the §-function inside
the integral will give a finite number.!

U'In deriving Fermi’s golden rule, we made two assumptions about the time scale. In (14.1.8), we assumed that
t was small, so that we could ignore higher-order terms. On the other hand, in using (14.1.10), we assumed
that ¢ was long enough to treat the oscillating function as a §-function. Both of these conditions can be true if
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We see here that the general principle of conservation of energy arises naturally in quan-
tum mechanics as a wave property; it is seen here in the fact that the §-function ensures
that the initial and final state must have the same energy. This comes from the interference
of the initial and final wave states; if they have different frequencies, they will not oscillate
in phase with each other and will tend to cancel out. Although we have used an approx-
imation here, keeping only the lowest-order term in (14.1.4), it can be shown that, when
higher-order terms are kept, there will always be the same interference term between the
initial and final states which enforces energy conservation.

14.1.2 Fermi’s Golden Rule and Quantum Statistics

Suppose now that the eigenstates of Hy are many-body Fock states. If there are interactions
between these states, then the Hamiltonian will have terms that do not only contain the
number operator N = a,tak but also have unbalanced creation and destruction operators
that do not conserve the number in a k-state. In Section 14.2, we will look at some typical
interactions. As a generic example, consider the interaction term for bosons

V=" Au ala, (14.1.12)
kK

where Ay is a number that gives the strength of the interaction between states k and &’.
Each term in the sum corresponds to destroying a particle in state k£ and recreating it in
state k’.

If the initial state is |i) = |...,N;,...,Ny,...) and the final state is [f) = |...,N; —
I,...,Nr+1,...), Fermi’s golden rule gives us

21

2
U1 D A apay 1i)| S(Er — E)

kK

i1+ Nyv/N;

21
- 7|Ai,f|2(1 + NoN; 8(Ey — Ey). (14.1.13)

a 2
EI(fIWz)I =

2
S(Er — E)

_271
Tk

The Fock states were eliminated in the second step because we assume that the pair of
operators a}:,ak turned the initial state |i) into the final state | f), and we assume that the
eigenstates are normalized, that is, (/| f) = 1. If the pair of operators does not turn |i) into
| /), then we use the property that the eigenstates are orthogonal, that is, (f|m) = 0 if the
state m is not equal to the state 1.

Treating the numbers N; and Ny as particle numbers, the factor N; in this formula
expresses the simple fact that the rate of scattering out of a state is proportional to the
number of particles in that state in the first place. The (1 + Ny) term depends on the num-
ber already in the final state. This expresses the law of stimulated transitions of bosons,

t falls in a proper intermediate time range. The field of study known as quantum kinetics deals with situations
when Fermi’s golden rule breaks down, for example, when a laser pulse excites the electrons in a solid on
femtosecond time scales. (For a review, see Haug 2004.)
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as discussed in Section 2.4; namely, the rate of transition to a final state f depends on the
number of particles in the final state.

If we had used fermion states instead of bosons, then we would have a factor (1 — Ny)
instead, which expresses the law of Pauli exclusion, that two fermions cannot occupy the
same state. We can therefore summarize that the rate of a transition per particle is given by

19

T = ——{¥rlyn) | o {

. (I +Ny) bosons
TNt

14.1.14
(I —Ny) fermions. ( )

A tremendous amount of physics is included in these two statements. All of chemistry is
dependent on the principle of Pauli exclusion, while all of the physics of Planck radiation,
lasers, and superfluids are implied by the principle of stimulated scattering.

14.2 Interaction Terms
]

In Chapters 12 and 13, we derived the form of the Hamiltonian for boson and fermion fields
by themselves. Interesting things happen, however, when different fields interact with each
other. In this section, we will derive some typical interaction terms.

The general method of deriving these interactions starts with knowing the classical limit
of these interactions and then substituting quantized fields for the classical fields in these
interactions.

14.2.1 Electron—Phonon Interactions

Let us start with the simple case of electrons in a crystal subjected to a strain. In general, it
is not hard to imagine that the energy of the electron will depend on the strain in the crystal,
because as discussed in Section 9.3, there is an associated energy of moving electrons near
to each other. In this section, we will derive the electron—phonon interaction for a simple
longitudinal sound wave.

The simplest assumption, which can be viewed as the lowest-order approximation, is
that the change in electron energy is proportional to the strain. This is known as the linear
response assumption. It is generally a good approximation for weak enough strains. We
can therefore write the energy of the interaction as

duy  Ouy  Ju

Vit = D (g + W + g) , (14.2.1)
where D is a constant with units of energy known as the deformation potential, and u,.,
uy, and u, are displacement distances for the atoms in a given region of the crystal. The
energy caused by the strain depends on the derivatives of these, not on their absolute values,
because a rigid shift of the crystal to a new position will not change the energy of an
electron inside it; electron energies are only affected by distortion of the crystal, which
gives gradients of the positions of the atoms.
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The displacement u can be related to the quantized phonon amplitude by formula
(12.2.31) from Section 12.2. We write (using u for displacement instead of x)

() = Z 2pV ( ”‘X+a*e*l"X), (14.2.2)

where we have used vectors to account for the possibility of motion in all directions. The
displacement of the atoms is assumed to be in the same direction as the motion of the wave,
which is given by a unit vector k = k/k, where k is the magnitude of the vector £, that is,

k= k2 + K2+ k2. (14.2.3)

Substituting the quantized displacement term into (14.2.2), we obtain

h . k¥ _ t ik
Vint = ZD / v & (a%e —ale ) . (14.2.4)
k

The derivatives in (14.2.1) acting on the exponential factors have led to multiplication by
ik.

The interaction energy given by (14.2.4) is the energy per electron at one point X in space.
To account for the quantum mechanical nature of the electrons, we must integrate this
energy times the average density of electrons at all points in space. This density is found
by the operator (%) = ¥ [(¥)¥(¥), where /(%) is the spatial field operator for electrons
defined in Section 13.1.3. We therefore write the total interaction energy operator as

Ve-phon = / @x Vi@V @Y ). (14.2.5)
From Section 13.1.3, the spatial field operators are written as
lk X

VE) = Zf 2

—ik%

i@ =Y eﬁ b, (14.2.6)

k

where we have written the fermion creation and destruction operators as bliz and b}; to

distinguish them from the boson operators al and a. for the phonons.
Each sum over a k-vector needs a separate label. Therefore, inserting (14.2.4) into
(14.2.5), we have

—lkzx i%y)_é
ePhon = Z fd X th(x)< \/_ Ii;) (eﬁ b;ﬂ)

ki k2

= Y Dk b Liapin (L / By b—fath
S 2pVwy kil ki \ 7V

Caidpt b (L[ By si-R-h
laiébl}zbkl <V /d xe . (14.2.7)
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The integrals over X are equal to a Kronecker delta-function, equal to 1 when the k-vectors
sum to zero, and 0 otherwise. We therefore have, finally,

; i _ ot g
Ve-phon = Z 2/) Von ( %bl;1+1}b1;1 a%biﬂ —%bk1> . (14.2.8)
k,kl

The creation and destruction operators give us a simple way of looking at the interaction.
The Hamiltonian can be viewed as the sum of all possible momentum-conserving scattering
processes — in the first term in the parentheses, an electron starts with momentum h%l and
absorbs a phonon with momentum h%, ending up with momentum h(% + 121), and in the
second term, the electron emits a phonon with momentum k. Note that the electron—phonon
interaction does not conserve the total number of phonons — phonons appear when they are
emitted and disappear when they are absorbed by the electrons. Since the electron operators
occur only in pairs 57h, the number of electrons is conserved.

Although this is a convenient picture, note that we do not have to think in terms of
the particle picture. As we have seen, the a; and b operators give measurements of the
amplitude of a wave. Note also that momentum conservation has arisen here as a wave
property (sometimes called phase matching), just as energy conservation did in Fermi’s
golden rule.

14.2.2 Electron—Photon Interactions

The same approach can be used for electron-photon interactions as used for electron-
phonon interactions. Again, we need a term in the Hamiltonian which depends on
both the photon and electron wave function. We can deduce this from the fundamental
electromagnetic theory.

As discussed in many textbooks (e.g., Cohen- Tannoudjl 1977), when there is an electro-
magnetic field, we must replace the p operator with p — qA where 4 is the electromagnetic
vector potential. We therefore rewrite the kinetic energy of an electron in the presence of a
magnetic field by the rule

P Pp—gdP’ _ (P —ap-A—qd-p+ g4

(14.2.9)
2m 2m 2m
Using the quantum mechanical definition p = —ihV, we can write
B Ay = —il(V - Ay — ihd - (V). (14.2.10)

In the Coulomb gauge, also known as the radiation gauge or transverse gauge, we set
V - A =0, and therefore p - 4 = A - p. We thus have

2 2
H= qyu_-95.5+ 2 2 (14.2.11)
2m m 2m

The sum p?/2m + U gives the electron energy in the absence of the electromagnetic field.
The last term is proportional to 42, and therefore can be ignored for electromagnetic waves
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with low amplitude. This leaves us with a term for the interaction of charged particles with
electromagnetic field,
Vint = —1?1 b. (14.2.12)
The mass m is the vacuum electron mass, even 1f we are dealing with electrons in the solid.
The total Hamiltonian will be this energy weighted by the square of the amplitude of
the electron wave function at each location, which gives the electron density. From Sec-
tion 13.1.3, we can write the spatial field operator of the electrons in terms of a set of
states #:

IE) =Y r@)e), (14.2.13)

where bz is the fermion creation operator for state n. The full Hamiltonian is then
Vot = [ 301GV G
=Y [ € 6:608] intGo Gt (14.2.14)
nn'

Note that we put the interaction term between the two electron field operators that give the
density, because the p-operator acts on the wave function of the electrons, not the square
of their wave function.

Writing this out explicitly, we have

Vephot = — 3 | b;bn,% / &x (—ih¢;;(7c)21(?c) : v¢n,(z)) . (142.15)

where we have used the quantum mechanical definition of the momentum acting on the
electron states.

If the electromagnetic wavelength is long compared to the size of an electron state n, we
can treat the electromagnetic field A as a constant in space and remove it from the integral.
In this case, we have

Ve-phot = Zb (n|p|n’), (14.2.16)

where
(nlpln’y = —lh/d3x DL (F)V, ) (14.2.17)

is a transition matrix element, which is an intrinsic property of the states n and »’.

We can write this matrix element in terms of the quantum mechanical X operator by
using the commutation relation [x, Hy] = [x,p*/2m + U(x)] = ihp./m, based on the
commutation relation [x, p,] = ih. Therefore,

(nllx, Holln') = (nl(xHo — Hox)|n") = (Ey — En)(n|x|n’)

ih /
= = (nlp.ln'), (14.2.18)
m
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and consequently
(n|pln’) = imwo (n|X|n’), (14.2.19)

where wy = (E, — E,)/h. This relation is exact if |r) and |n’) are eigenstates of the
Hamiltonian.

General electron—photon interaction. We now have a choice of how to treat the elec-
tromagnetic vector field A. We could keep it as a classical field, which corresponds to the
coherent-state limit of a boson field, or we could do as we did with phonons, and use the
quantized version for A.

In Section 14.3, we will adopt the coherent-state approach. Here, we follow the same
approach as with phonons in Section 14.2. Using (12.4.11), we write

13 — .| h kE Lt —ikR
AXx) = X%: n 7% <a];e + aze ) , (14.2.20)

where 7 is a unit-length polarization vector of the wave, and we use the appropriate
permittivity ¢ for the medium.

Since we have already made the assumption that the wavelength of Ais long compared
to the size of the electron states, which means k is small, we can approximate that the
exponential factors are nearly equal to 1. This gives us

Vepron == 3 2 (b1, = bl ) (a; +a}) Lii - (nlpin.
'k

(14.2.21)

There is no explicit momentum conservation in this case, because we have assumed that
the electrons are in small, localized states, which allowed us to pull A out of the integral
over space. If we did not make that approximation, we would have a spatial dependence of
A that would give us a similar momentum conservation rule as with phonons.

The two operators for photons give either photon absorption or emission. Energy con-
servation, derived for Fermi’s golden rule in Section 14.1.1, will determine which electron
states can couple to which via emission or absorption.

14.2.3 Other Interactions

The same approach can be used to generate interaction terms for all kinds of fields. Without
going through the derivations, we give here a few more results:?
For electrons in a solid interacting with localized defects, we have

AU (4nad’
Hyepe = —( T4 > bl b (14.2.22)

4 3 ko ki
ki
where the electron states are plane-wave states with definite momenta hk. Note that in this
case, as in the case of photons absorbed by localized states, momentum is not conserved —
an electron can approach a defect at any angle and scatter out at any angle.

2 For a derivation of these, see Snoke 2020, Chapter.
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For electrons interacting with other electrons, we have

1 62 / & AR
Vee = o Z AR by by by by . (14.2.23)
ki.k2 k3

where Ak = 7{1 — 7(4, and « is a screening constant that depends on the properties of the
medium. Here we see two destruction operators that eliminate incoming electrons in plane-
wave states, and two creation operators that replace those electrons in two new states. In
this case, momentum is strictly conserved, such that 7{1 + 762 = 7(3 + 7c4, so that there is no
sum over k4.

In each of these, as in the previous two sections, we could adopt the particle picture and
treat these interactions as processes in which incoming particles are destroyed and outgoing
particles are created. But all of these interactions are primarily energies that depend on the
amplitudes of waves, given by the a and b operators.

14.3 Optical Transitions
- |

As discussed in Section 3.2, the wave equations of quantum mechanics give behavior that
looks like quantum jumps, without the need to invoke discontinuities. Before we derive the
equations used to generate the plots shown in that section, we first derive a general rule for
interaction of electromagnetic waves and electrons.

14.3.1 Derivation of the Bloch Equations for a Two-Level System

Most of the math of quantum states interacting with electromagnetic fields comes originally
from work in nuclear magnetic resonance in the 1950s. The same formalism applies to
any two-level system, however, and, in particular, optical excitation of electrons in atoms.
The same formalism is also used in the modern field of quantum information science, as
discussed in Section 8.4 in which a qubit is defined as a system with two states.

We consider a transition between just two states, which we will label g and e for the
ground and excited states, respectively. This is justified in many cases when the electro-
magnetic wave is tuned to have a frequency corresponding to the energy difference between
two electron states.

Using our results from Section 14.2.2, we write the Hamiltonian including (14.2.16) for
the electromagnetic interaction with the electrons as

H= (Egbgbg +Eeb§be) — iqwod (blbg<e|x|g> - beg<g|x|e>) . (143.1)

where E,; and E, are the energies of the states g and e.
We assume that the A-field is oscillating, that is,

1 .
A(t) = Ag sin ot = Z—iAo(e"”’ —e ), (14.3.2)
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and use the relation £ = 94 /0t = Eg cos wt to equate the amplitude 49 = Eo/w. We then
have
¢ o

— (gt i) 4
H= (Egbgbg + Eebgbe) 1

(¢ — &™) iman (b, {elxlg) — bib,telxle))
(14.3.3)

In general, this will have four terms when multiplied out. We will drop two terms,
however, which correspond to terms very far from resonance. This is known as the rotating-
wave approximation, and will be discussed in greater detail at the end of Section 14.3.2.
We also approximate w ~ wy for near-resonant excitation, and take (e|x|g) as real. We then
have

H= (Egbgbg n Eebibe> n %(e|x|g)Eo (e—"“’bebg n el'w’b;be) . (14.3.4)

We now define the density matrix for a general state |), which can include superposi-
tions of the states e and g, as

i il
ﬁ:(pee pge)z b} (rlbghlv) ) (1435)
Pee Peg (W1blbglw) (W IbLbylv)

The diagonal terms give the average number of electrons in each state at any point in time,
and the off-diagonal terms can be viewed as measures of the coherence between the two
states, since they can only be nonzero if |¢/) is in a superposition of both states.
We define the Rabi frequency
v = 1aEotelrl)]
h

and use our definition of hwy = E, — Ej;. The Hamiltonian then can be written in simple
form as

(14.3.6)

h(!)() hwR . .
H = —=(pec = pgg) = —— (€ peg + ¢ pge), (14.3.7)

where we have subtracted off a constant (£, — E,)/2, and have used conservation of total
electron number, pee + pgg = 1.

The time evolution of any element of the density matrix is found by evolving the state
|) using the Schrédinger equation,

Opmn®) _ 0 iy iy — (1 -r ‘r (l )
o —8t(w|bmbnlw>—( ih(WIH>bmbn|1/f)+<wlbmbn =AY )
(14.3.8)
which gives
apmn(t)__i +
ryenie thI[H,bmbn]lw (14.3.9)

To solve the time dependence, it is convenient to define new terms, which can be viewed
as the three components of a vector, known as a Bloch vector, in a three-dimensional space:

Uur = Peg + Pge
Uy = i(peg — Pge) (14.3.10)
Us = pee— Pgg-
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The component Us gives the degree of inversion, that is, the fraction lifted from the ground
to the excited state, and the other two components give the real and imaginary parts of the
oft-diagonal coherence. In terms of these, the time evolution equation (14.3.9) becomes

U .

7 = a)()Uz — wpg SN wt U3

aUs

_3t = —woU; — wg cos wt Us

AU

8—: = wgsinot Uy + wg cos wt U. (143.11)

We can switch to the rotating frame by choosing new coordinates U] and Uj, such that
the old coordinates can be written as
Uy = Uj cos wt + Uy sinwt
U, = —Uj sinwt + U cos wt.
Us = Uj. (14.3.12)

Substituting these into (14.3.11) and equating sin w? and cos wt terms on each side of
the equations, we then have

vy .
ot
U _ U U;
or U1 RS
U, ,
= wrl), (14.3.13)
ot
where @ = wp — w is the defuning of the oscillating electromagnetic field from the

resonance frequency.

14.3.2 The Bloch Vector Representation

The result of the derivation of the previous section is the set of equations in (14.3.13).
These equations describe the motion of a vector of length = 1 moving around a sphere, as
shown in Figure 14.2. The bottom of the sphere corresponds to the system being wholly in
one of the two states, and the top of the sphere corresponds to the system being wholly in
the other state. The positions between these two poles represent superpositions of the two
states, given by

l¥) = cos(6/2)]g) + sin(6/2)e™ |e), (14.3.14)

where 6 and ¢ are the standard angles for spherical coordinates.

This is known as the Bloch sphere. The Bloch vector described by (14.3.13) will stay on
this sphere and not change length, since the terms describe a pure rotation around the U
axis with angular frequency wg, which depends on the strength of the driving force, and
another pure rotation around the U3 axis with frequency @, which gives the mismatch of
the driving frequency and the natural resonance frequency for oscillations between the two
states. (We now drop the prime on the vector components from the previous section.)
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Us

The superposition of two states represented as a vector of unit length on the Bloch sphere.

The Bloch equations can be modified to allow for dissipation and decoherence. We add
terms with two timescales, 7' and 75, as follows:

ol v, .

= —— U
o7 B + wl)
als U, U U
—=—— -0l —w
5 T 1 —wrU3
U3 Us+1
— = U;. 14.3.15
Py T + wrl ( )

These are the equations solved to obtain Figures 3.3 and 3.4 in Section 3.2, for the case of
@ = 0 and 7> = Tj. As seen in those figures, in the strong decoherence limit, 7, gives the
intrinsic timescale for quantum jumps.

The T process, accounted for in the last equation, describes energy loss to the environ-
ment, which leads the upper, excited state to revert back down into the lower state. When
U; = —1, the system is fully in the ground state, and no more energy loss occurs.

The T5 process, accounted for by terms in the first two equations, describes decoherence,
and leads to the Bloch vector becoming shorter over time, until it reaches zero length. There
are two ways to visualize why this happens. The first is to imagine a large set of different
atoms, which initially are all doing the same thing, but then small phase shifts lead to the
Bloch vectors of the different atoms to all be pointing in different directions. The average
of the many Bloch vectors in different directions then tends toward zero.

Energy dissipation also leads to decoherence, and therefore 7, can never be longer than
T1. However, other nondissipative processes can lead to phase shifts, and so 7, can be
much shorter than 77.

Another way to view the decoherence applies to a single atom. One can imagine that
many interactions with the environment lead to a superposition of the same atom in many
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different states. Since the Bloch vector represents the quantum state of the atom, the aver-
age of this vectors for all the different states of the atom in its superposition gives the
degree to which the phase of the atom in its quantum evolution has been scrambled, to be
different in the various different superpositions.

Steady-state solution and resonance. Suppose that we control the value of Uz directly,
perhaps by pumping the upper state with a light source. Assuming Uz is a constant, the
steady-state solution of the equations in (14.3.15) is found by setting the time derivatives
to zero. We find

Uy = —orTUs—222_
1 = —WRI12 3l+(;)2T22
1
U2 = —C()RT2U3T&’)2T22. (14316)

The magnitude of the oscillation therefore has a resonance peak centered at ® = 0, with
a width determined by 7,. Note that this also tells us when we were justified in using the
rotating-wave approximation in Section 14.3.1, that is, in dropping two of the exponential
terms in (14.3.4). These two terms correspond to @ = 2w. If this is much greater than the
width 1/T73, then these terms will make very little contribution.

This effect makes the response of the atom to electromagnetic field very sensitive to
the input frequency, which makes it possible to use the resonance to identify particular
atoms. This is the basis of magnetic resonance imaging (often known just as MRI), used in
hospitals.

14.4 Single-Photon Transitions and Fermi’s Golden Rule
- _______________________________________________________________________________|

The analysis of Section 14.3 in terms of the Bloch equations may be dismissed by some as
not directly relevant to the case of photon absorption, because it assumes that the electro-
magnetic field is a coherent wave, but a single photon is a Fock state, not a coherent state.
The Bloch sphere analysis is actually relevant for any electromagnetic excitation, because
it gives the intrinsic timescales. But we can also quantitatively analyze the case of an initial
state with exactly one photon.

The single-photon analysis is nontrivial, because in general we must create a wave packet
to determine the location of a photon; as discussed in Section 3.1, a photon has no natural
“size.” A wave packet is constructed as a superposition of many photon eigenstates. If the
size of the wave packet in space is large, the time for a transition of an electron due to that
photon will be given by the time duration of the wave packet hitting the atom.

We can study the opposite limit, of a very short wave packet, by taking the extreme
case of a photon localized to one point in space, right where the atom is. In this case, the
state of the electromagnetic field is given by the spatial creation operator introduced in
Section 12.2.3,

) =y 1(»0) = %/ Xk:e""’azm), (14.4.1)

which creates a photon exactly at point 7.
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To calculate the timescale for the photon state (14.4.1) to turn into an electronic exci-
tation, we can use a “reverse Fermi’s golden rule.” Fermi’s golden rule was derived in
Section 14.1, and is often used for an atom in a prepared excited state, which couples to a
continuum of possible final states. In that analysis, the total rate of depletion of an initial
state is given by

%uiwmﬂ = a% L= Sl | = —%’T D WS Vind)P8(Ey — Ey). (14.4.2)
S# S#
As discussed in Section 14.1, the infinity in the §-function will not cause problems, because
when we sum over all possible final states | /), the integral will be finite.

Fermi’s golden rule gives irreversible behavior, namely transitions from |i) to | f) and
not back again. The rate calculated by this rule corresponds exactly to the rate 1/77 for
energy loss, used in Section 14.3. Getting irreversible behavior is a somewhat surprising
result, because the underlying quantum mechanical equations are time-reversible. It occurs
in this case because we assume an asymmetry: the initial, prepared state is just one atomic
state, but this state couples to a vast number of possible final states | /), corresponding to all
possible emitted photons. This allows us to treat the sum over final states as a continuum,
which then allows us to resolve the §-function to get a finite number.

Physically, what is happening in an irreversible transition is that the electron in the
excited state couples to many other states, leading to oscillations between the initial state
and all of these other states. Because there are so many oscillations, most of them can-
cel out by interference after some time, except for those that conserve energy between the
initial and final states.

The electron—photon interaction term Vi, is given, in general, by (14.2.12), but to
account for photons, we must write the A-field in terms of the creation and destruction
operators, which gives us formula (14.2.21) derived in Section 14.2,

Vephot=—p_ D (bibnf - bibnr) (a,; + a,ﬁ) %77 (n|pln’). (14.4.3)
nn' f

The a,t operator adds one photon, and the aj operator subtracts one photon. For photon
emission from an atom, we assume that the initial state has no photons and that the electron
of the atom is in the excited state, and that the final state has one photon in some state %,
and the electron in the ground state.

Reverse Fermi’s golden rule. We are now ready to compute the rate for a transition the
opposite way, for a photon localized on an atom. The initial state (14.4.1) corresponds to a
continuum of k-states, and the final state is the single atom in its excited electron state. The
same logic that gave Fermi’s golden rule then gives us the rate of increase of the probability
of being in the final state as

9 2
SIS = % D WS | Hind 1) 28(Ey — Ep), (14.4.4)
oy

where now the sum is over all the initial states in (14.4.1).
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This formula gives the same timescale for transitions upward as given by Fermi’s golden
rule for transitions downward. The absorption process is therefore never instantaneous,
even for a single photon. Any irreversible process has an intrinsic timescale, which we call
the timescale for decoherence.

14.5 Nonlinear Optics and Nonunitarity
- |

In Section 6.1, we discussed how the equations of quantum mechanics have strictly unitary
evolution. This is a type of /inear behavior, but not all nonlinear behavior is nonunitary.
Many optical systems, and classical waves in general, have nonlinear behavior but still have
unitary time evolution.

Following the procedure in Section 14.2, we can derive the nonlinear optical behavior
starting from first principles of the electron—photon interaction. The total energy held by
an electromagnetic field is (Jackson 1998)

H= /dr3e|E|2, (14.5.1)

where ¢ is the permittivity, which is a universal constant of nature for a vacuum, &g, and
more generally has properties that depend on the details of the medium, including the
possibility of properties that depend on the strength of the electric field. The standard way
to write ¢ is to expand it as a Taylor series as a function of the electric field amplitude E,

e =g0(1+ x) =¢eo(1 + xV +2xPE+4xPE2 +..), (14.5.2)

where x is the susceptibility, which gives the effect of the optical medium (x is nominally
equal to zero in vacuum). The standard index of refraction » of a medium is given by the
formula n? = 1 + x(D, and x® and x® are nonlinear susceptibility constants.

From Section 12.4, the electric field can be written in terms of photon operators as

A A A
Er=iY"/ % (ake'k’ — a,te*””) . (14.5.3)
k

The lowest-order term of (14.5.1) is then given by

h . . 2 77
H=— / drieo(l + x(l))% Z (ake’kr — a,te_’kr> (ak,e’k’ — a};,e_’k ’) . (14.5.4)
k'

If k = K/, then two of the terms in the product will have exponents that cancel, leading to
an integral over all space, which just gives the total volume V. The other two terms in the
product will have oscillations that cancel out, to give a negligible total contribution. The
Hamiltonian for the total energy, for this lowest order of the Taylor expansion, is then

1
H= Z Ehwk (a]tak + akaD
k

1
=" hay (a};ak + 5) , (14.5.5)
k
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using the commutation relations (12.2.15), which apply to both phonons and photons. This
is, of course, the standard photon Hamiltonian, where Nk = azak gives the number of
photons in state k.

The next-higher-order term in expansion (14.5.2) gives an additional term to the
Hamiltonian,

Vi = —2i f oy (T
int 0X %
X Z (akeikr — aZe_ikr> (ak,eik/r — az,e_ik/r) (ak,,eik//r — az,,e_ik//r) . (14.5.6)
k,k/,k//

Without expanding this any further in detail, we can see that there will be terms that have
products of three operators of the forms

a};az/ak,,, aka;:/ak,,, and so on. (14.5.7)

These correspond to three-photon processes, also called parametric processes, in which
one photon is removed and two are created in its place, or two photons are removed and
one is created in its place. This is an example of a nonlinear optical process.

The many-photon system still obeys the Schrodinger equation,

9
iho 1Y) = HIp), (14.5.8)

where the state of the system is a many-body state that can be written as a superposition of
Fock states (introduced in Section 12.2),

W) =al.. NN, )+ Bl NN )+ (14.5.9)

where the @ and 8 factors are complex numbers.

The nonlinearity comes in because any given bosonic Fock state can have any of the
N; larger than 1, and can have more than one state j have nonzero N;. Such a state will
allow two destruction operators ajay to operate on it successively with a nonzero result.
However, the time evolution of the system is still unitary, because it is always true that

d
i (@) + Blva) = aH 1Y) + BHIV), (14.5.10)

which means that we could solve two separate equations,
h i Y1) = H|yn)
ih— = ,
Pyl 1

0
ih—=1¥2) = H|Y2), (14.5.11)

and then just add the solutions together afterward, with the appropriate factors, to get the
full solution.

A measurement with “collapse” is nonunitary, because if the system starts out in state
a|v1) + Blyn), where |i1) and |y;) are two eigenstates of the operator corresponding to
the measurement, then, after the measurement, the state will be in either state |y1) or |y;).
Suppose that it collapses into state |yr1). This can’t be written as the superposition of the
two solutions for the initial states |y/1) and |y;) separately.
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Feynman Diagrams

The diagrams used in quantum field theory are often mystifying to people, but actually
are just shorthand ways of writing down the integrals used in transition rates and energy
corrections. These energies arise in calculation of the S-matrix for the time evolution of a
system.

The reason why energy is so important is that in the Schrédinger equation, the time
evolution of a state is given by a phase factor that depends on the energy. In its most basic
form, this reads

ih%h/f) = H|Y), (15.0.1)

where H is the Hamiltonian operator that gives the energy of the state |v/). This implies, in
general terms, that

ly) = e ). (15.0.2)

A problem arises, however, when H acting on |¢) does not give a simple number, but
instead changes the state |¢/) into some other state. In general, to solve the problem, we
can expand the exponential term as a series with greater and greater factors of H. We have
already done this in a truncated way in Section 14.1. But if we want to account for many
higher-order terms, we can quickly run into problems with bookkeeping. Richard Feynman
and others developed a diagrammatic way of keeping track of all the terms.

In this chapter, we will study a simplified Feynman diagram approach commonly used in
condensed matter physics (e.g., Fetter and Walecka 1971; Snoke 2020). It is not essential
to study particle physics with quarks and so on to grasp the essential concepts of quantum
field theory. For standard treatments of relativistic quantum field theory, see Mandl and
Shaw 2010 and Peskin and Schroeder 1995.

15.1 The Expansion of the S-Matrix

We start with the general form for the time evolution of any given wave function,
() = &M% 0))
t t 4
= (1 + (1/ih) f dt’ Vin(t') + (1/ih)° / dr’ / dt" Vit YWine(?") + - - ) [¥(0)),
0 0 0
(15.1.1)

219
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. 1 4 J /
/1) Jig Vi et is written

which we first derived in Section 14.1. The exponential operator e
as S(¢,0) and is called the S-matrix.
The S-matrix can be rewritten as
S t 1 th-1
S(t0) =1+ (1/ih)" f dny / dty ... f dtn Vi) Vine(22) - - . Vina(tn)-
0 0 0
n=1
(15.1.2)
The upper limits of the time integrals are all different. We can rewrite the S-matrix with
the same upper limit for all the time integrals as follows:

0 (1/ih)" t t t
S(t,0) =1 d db ... dt, TVin Vin L Vind(6)),
(t,0) +§ ! fo f /0 b /0 b TVt Vine(52) - Vi (1)

n

(15.1.3)

in which T(Vip(t1)Vint(©2) - . . Vine(tn)) is the time-ordered product of the operators
Vint(t1), Vint(f2), and so on. In the time-ordered product, the operators are rearranged such
thatty >t > --- > 1.

To see that (15.1.3) is equivalent to (15.1.2), consider just the second-order term,

t t t "
/ dn f it Vi1 Vinn(12)) = f dn f dty Vie(t))Vin(12)
0 0 0 0

t 1
+ /0 dt, /O dty Via(12)Vim(11).
(15.1.4)

By the simple change of variables, t; — 1,7, — t1, the second integral is equivalent to
the first. By normalizing the left-hand side by a factor of 1/2, we obtain the second-order
term of (15.1.2). The same procedure works for all orders of the expansion.!

Wick’s theorem. In Section 14.2, the interaction terms we wrote down were all written
in terms of boson and fermion creation and destruction operators ay, a,t, by, bz, and so on.
We would like to convert the time-ordered product of the interactions in the S-matrix into
a normal-ordered product of the creation and destruction operators, that is, a product in
which all creation operators are to the left of all destruction operators.

The key theorem that allows us to do this is Wick’s theorem, which says, for operators
A,B,C,....X,Y,Z,

M
TABC...YZ) =NABCD...YZ)+NABCD...YZ)

1 1
+N(ABCD ... YZ) +N(ABCD ... YZ)
1
+N(ABCD...YZ)+ - -- (15.1.5)

m
where 4B is a complex number (a “c-number”) known as the contraction of operators A4
and B, defined by

[
AB = T(4B) — N(4B), (15.1.6)
! Note that ( 15.1.2) is equivalent to (15.1.3) only if there are an even number of fermion operators in the

interaction Vi, for example, if, for every fermion created, another is destroyed, conserving the number of
fermions.
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and N(4BC . ..) is the normal-ordered product of any number of operators. The normal-
ordered product is obtained by putting all the creation operators to the left of all the
destruction operators. If some of the operators are fermionic, both the time-ordered product
and the normal-ordered product include additionally a factor (—1)!", where F is the num-
ber of interchanges of neighboring fermion operators needed to obtain the product from
the original ordering.

In other words, Wick’s theorem says that the time-ordered product is equal to the sum of
all the possible normal-ordered products, for every possible contraction of two operators.
On one hand, we have increased the complexity, since we now have a large sum of products
instead of just one, but on the other hand, normal-ordered products are much easier to
handle.

15.1.1 Justification of Wick’s Theorem

We will not prove Wick’s theorem, but we can see how it works with just two operators,
and then extrapolate to more.

Wick’s theorem for two operators amounts to just the statement that the contraction of
our standard creation and destruction operators a;{»(t) and a;(7) is a c-number. To show that,
we must first determine the commutator of these two operators.

In the interaction picture, for any operator A(¢), we can differentiate with respect to time
to obtain

] 4 .
lhEA(l) — elHol/h(AHO _ HOA)e—lHot/h
= [A(?), Ho]. (15.1.7)

The unperturbed Hamiltonian Hy by definition is diagonal in the number operators, that is,
n 1 1
Hy = ZEk <N,; + 5) = Zhwk <a11;a]; + 5) , (15.1.8)
k k

and therefore,

[a;, Hol = Exlag, Ny] = hoay (15.1.9)
[a], Hol = Exla}, N;] = —hena, (15.1.10)

using the commutation relations (12.1.7) and (12.1.8) from Section 12.1.1, which, surpris-
ingly, are true for both bosons and fermions. Then

. 0 __ _iHpt/h —iHyt/h

lhf)_taif(t) =e [a];,Ho]e

= hayay (0). (15.1.11)

Therefore, solving the differential equation with initial condition al—C(O) = a;,

ap(t) = e "“¥aj. (15.1.12)
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All of the equations (15.1.7)—(15.1.11) apply to both fermion and boson operators. Using
these results, it is easy to show that
[a; (1), a;c(tz)] = ¢~ @1=2) " for bosons,
(15.1.13)
{b; (1), b;(fz)} = e @i=12)  for fermions,

where the square brackets are the commutator and the curly brackets are the anticommuta-
tor, introduced in Section 13.1.1 for fermions.
Let us now compute the contraction for two boson operators. If #; > #,, we have

Ta()ag()) = Ny (t)a (1) = aglt)af () = a()ag(n)
= [ay(1),al(0)]
= ¢ lor(i=) (15.1.14)
If t; < tp, then
T(a; (1 )aliz(tz)) = a;g(tz)a}(n) = N(a; (1 )aliz(tz)), (15.1.15)

and the contraction is equal to zero. Putting both possibilities #; > #, and #, > ¢| together,
we have

Ta(m)al(2)) = Maz(i)al(2) = az(i)a(z2)
= al()a(n)

_ e—iwk(tl—fz)@(tl - 1), (15.1.16)

where ©(%) is the Heaviside function, equal to 1 if # > 0, and equal to 0 if 7 < 0.

Equation (15.1.16) is Wick’s theorem in the case of two boson operators. The contraction
is a c-number regardless of the ordering of #1 and #,. The contraction is simply zero for the
case of two creation operators or for two destruction operators, since they commute.

It should not be too hard to see that Wick’s theorem will work for larger numbers of
operators. The time-ordered product is converted to a normal-ordered product by switching
the order of two operators, one pair at a time. Each time two operators are commuted, a
commutator (which is a c-number) is generated, that is, a contraction.

15.1.2 Green’s Functions

It is convenient to write the contraction of creation and destruction operators in terms of a
Green s function, defined as follows:

AN
Gyt — ) = —iag(t)ay(n) . (15.1.17)
This definition implies

G;(t) = —ie " O(), (15.1.18)
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which has the Fourier transform

[o,0]
Gk, ») = —i f dt &' e~ @ (1)

—0o0

OO .
= lim —i / dt /@)t g—et
0

e—0
1
=— (15.1.19)
w— o + 1€
The Green’s function can also be expressed in terms of the vacuum expectation value.
We write

Gi(th — 1)) = —i(vacn(ak(tl)a]ii(tz))|vac>. (15.1.20)

This automatically gives the right behavior for both cases #; > £, and ¢; < f, because a
destruction operator in the rightmost position acting on vacuum always gives zero. The vac-
uum state here does not necessarily mean a true vacuum, but the ground state of whatever
the system is.

The introduction of the small imaginary term in (15.1.19), which makes the integral
tractable, deserves some careful attention. This will lead to imaginary terms that appear in
many places. As seen in the first two lines of this calculation, it corresponds to decay of
the wave amplitude over time.

Some authors (see, e.g., Cramer 2017 and Kastner 2021) have taken this to imply that
there is real nonunitary behavior in quantum field theory, since decay of the wave function
is an example of irreversible behavior. This is not actually implied by the existence of this
term. Rather, we can use an argument of self-consistency. From calculations using this
approach (see Section 15.3.2), one finds that every particle energy Ex = hwy is always
“renormalized” to have some imaginary part, giving us E; = hwj — ifiy;. If we use this
where wy appears in the exponential, we obtain

e Hor—ivi)t _ e*iwkle*)’kf’ (15.1.21)

which has exactly the same form as the decay term we have invoked. But the imaginary
term iy does not come from nonunitary behavior, but from a calculation of the scattering
rate out from the plane-wave state k into other states due to various interactions. Therefore,
the use of the small ie term in (15.1.19) comes from accounting self-consistently for the
fact that no state is truly eternal, but always has some scattering into other states over time,
even in a perfectly unitary system.

We will see that the Green’s functions have a central role in the perturbation theory;
namely, they are the lines in the Feynman diagrams.

15.1.3 Example: S-Matrix for a Boson-Mediated Interaction

Wick’s theorem gives us a recipe for determining the S-matrix, that is, the time evolution
of a system, in any order of perturbation theory. Here, we work out an example explicitly.
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Suppose that we have an initial state with two electrons in states 7{1 and 7{2, and a final
state with two electrons in states k3 and k4. This transition can occur via an electron—
phonon interaction, with an interaction term of the form (worked out in Section 14.2.1),

Vit = ZMkz(aka+k : asz b), (15.1.22)
k,k]

where M is given by the constants in (14.2.8) for the electron—phonon interaction.
The S-matrix is given by

S0 =1+ / dty Vim(ty) + + f dn / dty Vi) Vi (12)) + --

2 (ih)?
(15.1.23)
where
Vine(t) = €10/ Ry o= iHot/ T (15.1.24)
=3 M (a (t)bT Li0by (t)—aT(t)l% (b, (t))
kk]

(It is easy to see that each of the operators in Vi can be converted into time-dependent
operators in the interaction representation, because we can always insert pairs of exponen-
tials e~ H0t/7¢iH0t/ 7 between all the operators.)

Wick’s theorem converts the time-ordered products to sums of normal-ordered products.
We therefore just have to pick out each term in the S-matrix expansion that has a set of
creation and destruction operators which turn the initial state into the final state.

To eliminate two electrons from the initial state, we must have a second-order term to
get two electron destruction operators. An example of such a term is

1 [ t
S(z)(t, O) = W/ dtl / d[z Mz}_}le—{»I_l—q
(a,; ,;(tl)b (t1)b; (n)aﬂ 4(t2)bT (2)b; (tz)) (15.1.25)

and another is

1 t t
(2 - - M- -
§¥(t,0) = (iﬁ)z _[0 dn /0 dt Mkz—k3Mk4—k1

x (alfq% (tl)b% (Db () ¢ (tg)b};‘(tz)b%l (tz)) . (15.1.26)

All of the electron operators are needed to act on the initial state to turn it into the final
state. But using Wick’s theorem we can perform a contract10n of the two phonon operators
1n each case. Dorng this forces k1 — k4 = k3 kz = Ak that is, momentum conservation,
ki +ky = k3 + k4. We obtain for the sum of (15.1.25) and (15.1.26),

1 t t
(2) 2_ pilws—w)t yi(wg =)t il
$20.0) = e / d, /0 diy M2y e gien-en pl pl p b

x [iG =) +iG_ o~ rl)] . (15.1.27)
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We can now switch to the Fourier transforms of the Green’s functions, using

1 [* ; -
Gi() = — / dw e "' G(k, w). (15.1.28)
2 J_ o
The pair of phonon Green’s functions that appears in (15.1.27) commonly occurs in the
computation of the S-matrix, because of the form of the interaction Hamiltonian (15.1.22).
We can simplify this to

o

G(t)+ G_z(—1) = % / do (e—"wa(fc, ) + &' G(—k, a)))

o . - -
_ —Iiwt 1 _
=5, | _doe (G(k, ) + G(—F, a)))
1 o0 PV
= —/ dw e "' G(k, w), (15.1.29)
27 J_ oo
where
- o 1 1
Gk, w) = - -
w — W + 1€ —w — W + i€
2w — 2i
- Dk 718 (15.1.30)

w? — oF + 2iwge + g2’
where we have used w_; = wy, which follows from time-reversal symmetry. Since ¢ is an
infinitesimal, we can rewrite this as

2wy,

Gh,w) = ———+ 15.1.31
(k) ? — of + it ( )
We can also define the Green’s function in terms of energy,
~ - 2FE, 1~ -
Gk,E)y = ———— = =G(k,w). 15.1.32
B = gy = 700 (15.1.32)
Going back to our example, (15.1.27) then becomes
1 t t . .
(2) - 2 Siwy—w)n i(ws—wn)ta pt 1t 1
S, 0) = 7 /0 dn /0 diy M7 e e bk4bk3bk2bk1
1 o0 . -~ -
X — do e D G(AK, w). (15.1.33)

27 J_ o

If ¢ is large enough, the integral over £, will converge to an energy-conserving §-function,
since then we can approximate the integral as

o
/ dty OO = 27 5(wy — ) + w). (15.1.34)
—00

This can then be used to eliminate the integration over w, which is set to w; — w4. We then
have

1 ! . . -
(2) — i(wgt+o3—oy—ot g2 pt pt 1 g
S¥(t,0) = 0 /0 dt) e MAk bk4bk3bk2bk1 G(Ak,AE), (15.1.35)

where AE = E| — Eq4 = I(w] — wy).
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The last integration over #| leads to an overall energy-conserving 8-function through the
same procedure used to deduce Fermi’s golden rule. The creation and destruction operators
will vanish when we use them to couple the initial state to the final state. We write

Jim 1(£152) e, 1)10)* = %uﬂH@)m P8(Ey + By — E3 — Ea),  (15.1.36)
where
(SIHD ) = M2, G(Ak, AE) (15.1.37)
has units of energy. As we did before for Fermi’s golden rule, we then divide by the time
interval to obtain the transition rate

0 207y O 0[i) 2
SIS = o [ fim 1715@ 01

2
= D DESE + By — Es — Ea). (15.138)

The term (15.1.37) is a higher-order matrix element for the transitions between states
|i) and |f). Although it is derived from the electron—phonon interaction, it plays a role
very similar to the Coulomb interaction between two electrons given in Section 14.2.3.
Looking at (15.1.35), we see that, if we strip off the time integral, the remaining part has
a form just like the electron—electron interaction in (14.2.23), with units of energy times
four fermion operators that take the initial state to the final state. It is also proportional to
1/V, like the Coulomb interaction term, which we can see by putting in the details for the
electron—phonon interaction. From (14.2.8), we have

2
N 2E ¢
M?. G(Ak, AE) = | Dk f Ak —. (15.1.39)
Ak 2pVay | (AEY: —(E\;)? +ie

In the low-energy limit when AE = E1 — E4 is very small, the real part of this is

- )
M?. G(Ak,AE) = —D*k>——— —
Ak 20Ver E\;
_ D*h 1
pVv hvk
1 D?
=———, (15.1.40)
V pv

where we have used w; = vk, for the sound velocity v. Note that the minus sign implies
an overall attraction between electrons due to this type of interaction. This is the phonon-
assisted mechanism that can give Cooper pairing of electrons in superconductors.

15.2 Diagram Rules for Feynman Theory
-______________________________________________________________________________|

In Section 15.1.3, we calculated some terms of the expansion of the S-matrix, which gave
us a new, effective interaction energy between electrons. In general, there are many terms
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—_— Electron N
Electron-phonon

—_— Hole <

_______ Phonon n_/\/\/< Electron-photon

HAVAYA AV AVS Photon Electron-electron

(a) (b)

(a) Lines used for various quasiparticles in the diagrammatic approach. (b) Vertices for solid-state interactions.
Electrons are represented by solid lines with arrows, phonons are represented by dashed lines, and photons are
represented by wavy lines.

in the S-matrix expansion for interacting fields. Instead of doing each term from scratch,
the bookkeeping for each term can be done easily using a method of diagrams. In what
follows, we give a standard set of diagram rules. These Feynman diagram rules are not
unique. In general, there are many different approaches to many-body theory in which
different diagram rules are written down, depending on the system under study.

e Pin down the external “legs” for incoming and outgoing particles in the process of
interest. Assign a momentum and energy for each.

e Draw all the topologically distinct diagrams that connect the external legs, using the
vertices such as those shown in Figure 15.1. Assign a momentum and direction to each
internal line, and an energy. The direction of electron lines, which is indicated by the
arrow, must be continuous.

In solids where there are many electrons in the ground state, we can also encounter
holes, which correspond to electrons removed from below in the Fermi level (defined
in Section 9.3). These act like positively charged particles, and are drawn as lines with
arrows going backwards. They play the same role in solid-state physics that positrons
(antielectrons) play in particle physics (see Section 13.2.1).

e Conserve both momentum and energy at each vertex. An outgoing hole at a vertex is
counted as an incoming electron, that is, an electron moving backwards in time. (Elas-
tic scattering from a defect is an exception; instead of conserving momentum, one
multiplies by a phase factor for each vertex.)

e Sum over each momentum that is not determined by momentum conservation. If spin,
polarization, or interband transitions are being taken into account, sum over all possible
spin, polarization states, and different bands that are not determined by the external legs.
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e Integrate over each energy not determined by energy conservation, and multiply by i/27
for each integration over energy.

e For each internal line, write down the frequency-domain Green’s function for the appro-
priate particle. These are also called propagators because they connect the vertices. For
phonons or photons, we write

ZEI;

G];,E = —
) E2—E]%+i8

(15.2.1)

to take into account the two terms that appear in the interaction Hamiltonian for
absorption and emission, as for example in (15.1.27), leading to (15.1.31).
The basic form of the electron propagators is

G(k,E) = (15.2.2)

E—E; +ig’

where £ is the energy of the particle as calculated from the momentum k. The hole
propagator is
> 1
Gk E) = ——, 15.2.3
(k. E) E—E; —ie ( )
with the opposite sign of the ie term. This makes a significant difference when the

methods of analytical calculus are used to calculate the integrals.

e For each vertex multiply by the appropriate constant. These are given for some typical
interactions in Table 15.1.

e For each crossing of fermion lines, multiply by —1. When working with external legs,
do not cross fermion lines if there is a topologically equivalent diagram with uncrossed
lines. Additionally, for each internal fermion loop, multiply by —1.

It is easy to check that the calculation done in Section 15.1.3 corresponds to the diagram
shown in Figure 15.2, using these rules.

h
2p Va)k

i h
Electron—photon Ml?lp ole _ € (r)
m 2eV oy

1 2
Electron—electron Mgzul = —i
VA2 + k2

Electron—phonon M,Pef = Dk
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-4

The Feynman diagram corresponding to the calculation done in Section 15.1.3, corresponding to an effective
electron—electron interaction due to phonon exchange.

15.3 How to Interpret Feynman Diagrams

In Section 4.5, we looked at a Feynman diagram for a photon traveling in a vacuum. Fig-
ure 15.3 shows another possible Feynman diagram, in which the initial state and the final
state are empty vacuum.

Physicists sometimes use loose language to describe such a process, talking of parti-
cles popping out of vacuum as though this was a random process that happened at various
times. In that language, we could describe the process shown in Figure 15.3 as three par-
ticles appearing, namely a photon, an electron, and a positron, which then recombine. But
the proper understanding of a diagram like this is that it gives a mathematical integral to
calculate an energy, which arises due to interaction terms between fields. In the case of
Figure 15.3, the state of interest is the vacuum, and like any eigenstate, it is by definition
unvarying in time.

15.3.1 Example: Vacuum Energy

Using the simplified rules of Section 15.2, we can calculate some example diagrams. The
first is the vacuum diagram in Figure 15.3, which is one of the terms generated from
calculating the expectation value of the S-matrix in vacuum, (vac|S(¢, 0)|vac).

k+p

N

k

Feynman diagram for a process by which the vacuum state emits three particles, namely a photon (represented by the
incoming squiggly line) and an electron—positron pair (represented by the solid lines with arrows in opposite
directions), due to the coupling of the electromagnetic and matter fields, and then these three recombine.
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Since the vacuum state is an eigenstate, we expect that the form of S(z, 0) must be just
a phase factor ¢/(AE)/h
the energy calculated by the diagram rules of Section 15.2, when the initial state and the

, where AE is an energy. This energy term corresponds exactly to

final state are the vacuum. In general, there are infinitely many diagrams that contribute to
this energy, but we can assume that the main contributions are from the diagrams with few
vertices, such as the diagram in Figure 15.3.

To do this calculation, we use the propagator of the antielectron, or “hole” (defined
in Section 15.2), indicated by the line with the arrow pointing backwards. Although the
diagram method we use here is for holes in a solid, the same approach works for positrons
in vacuum.

The integral corresponding to the diagram in Figure 15.3 is then, by the rules of
Section 15.2,

Fe ) foodE/OOdE’ZMZ ! !
T n)? ) s — E—Ey+ic) \E —E, —ie

P

!
. 153.1
X<E+E/—E~ ie) (15.3.1)

k+p

The integrals over energy can be resolved by using the methods of analytical calculus. We
will not discuss those methods here; instead, we present the final answer,

1
AE=S"M|—n— |, (15.3.2)
1; (Ep +E - El?+ﬁ>
D

which is nonzero. This corresponds to a correction to the energy of a vacuum due to the
nonlinear interactions of electrons and photons. Since it is just a constant, it doesn’t matter
what its value is, since it just shifts the definition of what we call zero energy.

It is convenient to use the shorthand language that the diagram in Figure 15.3 represents
a superposition of an infinite number of different processes in which particles in plane-
wave states spontaneously appear and then disappear. In the absence of “jumpy detectors”
with decoherence processes, however, there is no reason to adopt that picture as anything
more than a convenience, equating Green’s functions with “particles.” As discussed at the
beginning of Section 15.3, there is no time dependence of the vacuum state other than an
overall phase oscillation, which is undetectable experimentally; therefore, it is improper
to think of particles appearing at various different times. It is far more natural to simply
think of the Feynman diagrams as simply accounting for nonlinear processes that were
initially ignored in writing down the energies for photons and electrons on their own. It is
appropriate, however, to say that these diagrams indicate that the vacuum is “complicated,”
and not “nothing.”

15.3.2 Example: Self-Energy

Figure 15.4 shows another possible diagram; in this case, the initial and final states are
not the vacuum but instead are a state in which a plane wave has been created, namely

[¥(0)) = al|0).
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b}
STl
bl

p-k
Self-energy Feynman diagram for a process by which a photon emits an electron—positron pair and then reabsorbs it.

The rules for lines in Feynman diagrams apply only to internal lines in this type of
diagram; lines that extend off to one side or the other, sometimes called external legs,
do not contribute propagator factors, because they correspond to creation and destruction
operators that define the initial and final states. In the case shown in Figure 15.4, the initial
and final states are the same; therefore, like the vacuum diagram, this diagram gives us
an energy correction to an eigenstate, which is variously called a self-energy or energy
renormalization.

In this case, there is just one unconstrained momentum and one unconstrained energy.
Applying the diagram rules gives us

5 1 1
E=— dE Y "M : —], 153.3)
27) J_o 2 E—E,+ie E—E; — E};_;{* —ie

which can again be resolved to a nonzero number. Using analytical calculus? gives

1
AE=—Y M? . 15.3.4
Z (Ep —Ek—Eﬁ_}—is> ( )

The Dirac theorem of analytical calculus then says that this is equal to

1

2 . )

AE=PY M| o | —im Y MP8(Ex — By + E;_p). (153.5)
kp FT B B ip

where the symbol P indicates the principal value, which removes any terms in which the
denominator exactly equals zero.

The first term is real, and implies that a photon traveling in vacuum has a shifted energy
due to interaction with the Dirac electron field. Again, one could talk of this in shorthand as
a photon continuously virtually emitting and absorbing electrons and positrons, but there
is no time variation or fluctuation of this.

The second term is imaginary, and is proportional to a decay rate; as discussed at the
end of Section 15.1.2, it implies that the photon state k is not stable, that is, that it is not an
eigenstate of the full system when interactions with electrons are taken into account.

2 Specifically, taking a loop in the lower half of the complex plane for the energy E.
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Feynman diagram for a process by which a photon in vacuum transforms into two photons.

Feynman diagram for an electron interaction with a photon, with higher-order corrections.

15.3.3 Example: Nonlinear Optics in Vacuum

Figure 15.5 shows another possible diagram, in which the initial and final states are not the
same; there is one photon in the initial state and two photons in the final state. The same
rules apply as before: we do not write propagator factors for the external legs; instead, we
just use them to determine the energies and wave vectors of the internal lines.

In this case, the energy found by the integral is not a self-energy; it plays the same
role as the “matrix element” energy used in Fermi’s golden rule (14.1.11), which is used
in calculating the rate of transitions from the initial to the final state. The process shown
in Figure 15.5 is very weak but not zero. Although we have used Feynman rules for a
solid here, the same type of diagram exists in vacuum — photons in vacuum have nonlinear
processes by which they can split and combine.

Note that the diagram in Figure 15.5 could be used as a vertex in another, larger diagram,
since it connects three lines. Another example is shown in Figure 15.6, which shows an
electron—photon vertex with higher-order corrections. Overall, there are three vertices in
this diagram, but this vertex energy could be used in another diagram wherever a simple
vertex appears. Thus, there can be many embedded Feynman diagrams within diagrams.

Diagrams like those shown in Figures 15.5 and 15.6 resemble the scattering patterns
seen in cloud chambers (e.g., as seen in Figure 3.1). In cloud chambers, particular particle
trajectories are selected out due to collapse of the wave function, which, as discussed in
Chapter 5, is directly connected to both the spatial localization of the atoms with which
energetic charged particles interact, and the decoherence that comes from the interaction
of an atom with its environment.>
3 Actually, these specific diagrams could not occur as cloud chamber patterns, because photons are absorbed by

electronic transitions in atoms. Only charged particles that can shed energy to atoms continuously give such
tracks.
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Mathematical Considerations of Quantum

Interpretations

This chapter presents supplemental mathematical calculations relevant to the various
“interpretations” of quantum mechanics that have been discussed in this book. In the first
section, the local hidden-variables interpretation is discussed. This is the only interpreta-
tion that is widely viewed as disproven, although there are some philosophers who still
hold out for “loopholes” that could allow it.

There are serious math-based problems with other interpretations, however. These do
not have the character of absolutely disproving them, but of making them “ugly”.

16.1 The Local Hidden-Variables Hypothesis

237

The local hidden-variables hypothesis posits that there are physical properties associated
with individual particles that give different behavior for some particles compared to others
even when the same experiment is done.

In many ways, this approach already was on the wrong footing because it treated parti-
cles as fundamental entities instead of just quantized excitations of the field amplitude. In
the quantum field theory approach, the quanta must be indistinguishable because they are
merely excitations of a single field.

The following sections give the standard methodology for showing that a hidden variable
interpretation with distinguishable particles disagrees with experimental results.

16.1.1 Quantum Wave States of the EPR Experiment

Figure 16.1 reproduces the Einstein—Podalsky—Rosen (EPR) experiment described in Sec-
tion 4.3. The two-particle state emitted from the source in this experiment can be written
as

1

W)Zﬁ

(HH)H) + V)1V)), (16.1.1)

where |H) is the horizontally polarized state and |V} is the vertically polarized state. The
ordering of the two kets matters; the first ket represents the state of the particle that is
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Photon detector 1 Two-photon source Photon detector 2

AG-0-@-0-D-

Polarizer Polarizer

Layout of an EPR-type experiment, in which pairs of photons are sent in opposite directions by a two-photon source.

going to the left, and the second ket represents the particle that is going to the right. We
can represent these in vector form as

|H>=<(1)), |V>=<(1’>. (16.12)

The action of a polarizer at angle 0 relative to the horizontal acting on these states is

P:( cos? siné cos 6 )

16.1.
cos 6 sin 6 sin @ (16.1.3)

Acting on a single photon, this operator gives the action of Malus’ law for polarizers,
namely, the probability of a photon passing through the polarizer is equal to cos?(6 — 6;),
where 6 is the angle of the photon’s polarization relative to the horizontal. We can see this,
for example, by starting with a photon in the state |H) and finding the final state,

) =i’|H} = cos6(cosO|H) + sinb|V)); (16.1.4)
the Born rule gives the probability of a photon passing through as
(Y'|¥') = cos® B(cos? 6 + sin® H) = cos® 6. (16.1.5)

Here, we have used the orthogonality of the two polarization states, namely (V|H) = 0.
If we have the two-particle state (16.1.1) and place just one polarizer at angle 6 in the
path of the photon moving to the right, we obtain the state

IW/>=1€’1%(IH>IH)+IV)IV)) (16.1.6)
= % <|H)|(cos29|H) + cosOsinb|V)) + |V)(sinb cos O |H) + sin29|V>),
once again using (V'|H) = 0 for each photon. The magnitude of this is
(W' |y (cos 6 + 2 cos® 6 sin® @ + sin* 0)
= E(cosz 6 + sin? 0)? = %; (16.1.7)

that is, by the Born rule, we see a “coincidence” (i.e., photons being detected at both
detectors) half the time, no matter what the angle of the polarizer is. One of the photons
is always detected, since there is no polarizer acting on it, and the other passes through its
polarizer half the time, since it is equally likely to be at all polarization angles.
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If now we act on both photons with two separate polarizers set at 61 and 65, respectively,
we obtain

PO
"y = PP —(H)|H) + V)|V 16.1.8
[¥7) 21ﬁ(| MWH) +1V)V)) ( )

1
= E(cos2 62|H) 4 cos 6, sin 6| V))(cos> 01 |H) + cos 0; sin6;|V))

+(sin 6, cos 62|H) + sin® 6,|V))(sin 6; cos 6 |H) + sin” 6;|V)).

After resolving the many trigonometric functions, and using the orthogonality of the
vertical and horizontal states, this has the simple result

1
W) =3 cos’(61 — 62). (16.1.9)

One can interpret this as saying that the first photon has a probability of 1/2 of passing
through its polarizer, since its polarization is equally likely to be all angles, and then the
second photon has a probability given by Malus’ law of passing through its polarizer,
assuming that it had exactly the same polarization as the first photon. This implies that,
if the two polarizers have angles perpendicular to each other, with 6; — 6, = 7 /2 (which
we called crossed), then there will be zero coincidences. Experiments like this have been
done (e.g., Aspect 1982) and are in agreement with this prediction.

On the other hand, suppose that the photons were always sent out from the source with
some definite polarization angle 6 from the very start, and 0 varied randomly. The prob-
ability for a coincidence with crossed polarizers in this case can be found by setting the
polarizers to 6y = 0 and 6, = 7/2, and taking the average over 6 for all states with the
same angle 8 for both photons. We write the two-particle state in this case as

[¥p) = (cosO|H) + sin@|V))(cosO|H) + sinb|V)), (16.1.10)

and the polarizer operators are
R 1 0 A 0 0
P1_<0 0), P2_<0 1). (16.1.11)

[W) = PyP1Wp) = (cosO|H))(sin 0] V), (16.1.12)

This results in

and
(Y lwp) = cos® 6 sin® 6. (16.1.13)

The average value of this is
1 9. . 1
— [ dB cos”Osin“ 0 = —, (16.1.14)
2 8

which, obviously, is not zero.

The state (16.1.11) is called a factorized state, because it can be written as a product
of two terms that each depends only on the properties of one particle. The state (16.1.1),
on the other hand, is called an entangled state, because it cannot be factorized in this way.
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The difference in the coincidence predictions means that the entangled state (16.1.1) gives
experimental correlation results that cannot be described as a result of two particles acting
independently, which would be represented by a factorized state.

16.1.2 Bell’s Inequality

We have already seen in Section 16.1 that the results of quantum mechanics do not
agree with the expectation for particles acting independently. That result was based on
the assumption that the particles were emitted from the source with random polarization
angles, with equal probability for all angles. One could imagine, however, a “rigged” sit-
uation in which the source did not emit particles at random polarizations. For example, if
the source emitted only particles aligned along & = 0 or & = /2, then the experimental
result of zero coincidences would be achieved for crossed polarizations also aligned along
0 =0and b = /2.

One would not normally expect that the source would “know’ what direction the polariz-
ers were aligned along; so this possibility seems unlikely. But can we rule out the possibility
that the source does not emit equally at all polarization angles, and we have acciden-
tally chosen in our experiment the angle that gives us the quantum mechanical result for
entangled states?

Bell’s (1964) inequality, which can actually be formulated in several different ways, puts
a boundary on the number of coincidences that can occur for a set of measurements with
“definite” properties, that is, properties that do not depend on nonlocal interactions with
things far away.

The inequality is based on a general observation about sets. Suppose that set A is equal
to some series {1,0,0, 1, 1, ...}, in which each member of the set is either 0 or 1. Set B has
the same length, and also is either Os or 1s. If we compare the two sets one element at a
time, in order, we can define the number of anticoincidences N4p as the total number of
elements that are not the same at any given location in the set.

Suppose that we now compare both A and B to a third set of the same length, C. The
numbers of anticoincidences in each of these cases are Nyc and Npc, respectively. We can
then know that

Nup < Nyc + Npc, (16.1.15)

A=B=#C A=C+B A#B=C A=B=C
A 1

C

The sets used in the proof of the Bell inequality.
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because there cannot be more differences between two sets than the sum of the differences
each has with a third. As illustrated in Figure 16.2, there are four possible cases in regard
to the elements of sets, which we can imagine rearranged into groups together. The total
number of differences between A and B lie in the middle two sets. The sum of the middle
two sets gives Nyp. The maximum number in these two sets occurs when the other two sets
have no elements. In this case, N4p is exactly equal to the sum of Nyc and Npc.

So far, this is just a general statement about any sets of distinguishable elements. To
apply this to the EPR experiment, we identify the elements as detector-counting events.
We now imagine four different experiments.

In Experiment 1, the polarizer on the left leg is set to & = 0 and the polarizer on the right
leg is set to some other angle, 6. This gives us a series of clicks at the detectors correspond-
ing to each pair sent out from the source. We equate a click of a detected photon with the
number 1, and no click with the number 0.' This gives us two sets of numbers ordered in
time, which we can call L; and R;. We can define the coincidences and anticoincidences
of these two sets.

We now imagine a second experiment, in which we use the same set of photons from
the source but have the polarizers set both at #’. In this case, we can assume that the data
set for the right leg, Ry, is equal to the data set R, since the polarizer was in the same
position. This is an example of contrafactual definiteness, that is, the assumption that we
can be sure about the results of an experiment that we did not, in fact, do. This premise
is precisely what is rejected by positivist interpretations of quantum mechanics. But it is
an entirely reasonable assumption, if we assume local causation. The only thing different
between Experiment 1 and Experiment 2 is what happened to the polarizer on the left leg,
and if that is far away, there is no reason to expect that it will change the behavior of the
polarizer and the detector on the right leg.

We now imagine a third experiment in which we keep the polarizer on the /eft leg the
same, and change the angle of the polarizer on the right to a new angle, 8”, but assume that
we use the same set of photons from the source. Once again, we assume by contrafactual
definiteness that L3 = Lj, and get a new set R3 for the clicks of the detector on the right.

Finally, in our fourth experiment, we keep the polarizer on the right at ”, and return the
polarizer on the left to & = 0. Table 16.1 summarizes the four experiments.

Now let us put in some actual numbers. We choose 6’ = 18° and 6” = 36°. From the
predictions of quantum mechanics given by (16.1.9) in Section 16.1.1, the coincidence rate
of L; and R} is C; = cos? 18° = 0.9. We assume that we have done an experiment, and
have gotten this coincidence rate as a result.

1 This assumes that we have detectors with 100% efficiency, so that we can know that no photon arrived. Since
that is not the case in real experiments, real experiments are modified to replace the polarizers discussed here
with polarizing beamsplitters, which have the action that instead of destroying a rejected photon, they send the
rejected photon along a different path to another detector. In this case, we can know that a photon definitely was
sent from the source when we get a click at one or the other detector, for the accepted or rejected photon. This
is sometimes called “heralding” of a photon. We can put this apparatus on both legs of the EPR experiment,
for the photons going to the right and to the left, and keep in our data set only those events in which a photon
of either polarization was detected both on the right and the left. Thus, any events in which we record a click
only on one leg and not the other, due to inefficiency of the detectors, are eliminated from the data sets, and the
experiment becomes the equivalent of the one discussed here.
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Right polarizer Left polarizer
1 0’ 0
2 0’ 0’
3 9 " 0 /
4 0" 0

By the same quantum mechanical formula (16.1.9), we predict that the result of the
second experiment is C, = 1, that is, 100% coincidence since the polarizers are at the
same setting. We now have three data sets, for 0, 8’, and ", assuming that sets recorded
with the same polarizer setting on both left and right are identical. In the notation of the
inequality (16.1.15), we will say that set A is given by L; = L4, set B is given by R3 = R4,
and set Cis given by Ry = L, = Ry = L3.

The anticoincidence rate between sets A and C is equal to Nyc = 1 — C; = 0.1. The
coincidence rate between sets B and C is the same value, because 36° — 18° = 18°, so that
we have the anticoincidence rate Np3c = 1 — C3 = 0.1. By the inequality (16.1.15), we
then have

Nap < Nac + Npc =0.2. (16.1.16)

But if we actually do Experiment 4, we find that C4 is equal to cos?36° = 0.65, and
therefore Nyp = 1 — 0.65 = 0.35, as predicted by formula (16.1.9).

What went wrong? One approach is to say that our assumption of contrafactual definite-
ness is wrong — that we cannot talk about the results of experiments that we didn’t actually
do, as argued by positivists. But consider what dropping this assumption means. It means
that the apparatus somehow takes notice of what we are measuring, and gives us different
results based on what we are looking for.

The other approach is to say that we cannot equate sets R; and Ry, for example, because
of nonlocality. In other words, the setting of the polarizer on the right affects what happens
on the left, even though it is far away.

Experiments like this force us to “pick our poison” — to drop one of three things that
physicists hold dear. Either the assumption of nonlocality is wrong, or quantum mechanics
is wrong, or our belief that reality does not change in response to our measurements, just
to mess with us, is wrong. Most physicists pick the first option, and accept that there is
something intrinsically nonlocal about quantum mechanics.

16.2 The Many-Worlds Hypothesis
-______________________________________________________________________________|

The many-worlds approach to quantum mechanics is in some ways the simplest, in that it
takes the existing, unitary equations of quantum mechanics and holds them to be absolute.
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As discussed in Section 5.1, however, it has no way to generate the Born rule within a
purely unitary theory, although this is an empirical fact in our experience. The following
two sections discuss other issues of the many-worlds approach.

16.2.1 The Spectral Weight Problem

As discussed in Sections 12.2.2 and 13.1.1, the quantum state of a many-particle system
can be written in terms of Fock states, which give an exact number of particles in each
allowed single-particle state. We write these as

1Y) = INi, N2, .. ), (16.2.1)

where the numbers Ny, N, and so on, give the numbers of particles in state 1, state 2, and
so on, all the way to a very large number of possible single-particle states.

When an interaction occurs, this is equivalent to acting on such a state with destruc-
tion operators and creation operators, which take the original state to a superposition of
other states. For example, scattering of electrons from impurities can be represented by an
interaction term

V=3 Viwala,. (16.2.2)
ki ks

which corresponds the sum of all possible ways of removing an electron in state k; and
placing it in state k»; Vi, x, is a factor that depends on the details of the microscopic
processes (see Section 14.2). After a short amount of time with this interaction, the
Schrodinger equation (11.4.1) implies that a system that started in state (16.2.1) would
then be in the superposition

W) =N, Nay .. )+ BINI = LNa+ 1, )+ yIN = LN, N3 + 1, + ...,
(16.2.3)

where the sum runs over every possible other Fock state that the interaction (16.2.2) con-
nects state |i) to, and «, B, ¥, and so on are complex numbers that give the amplitude
(“weight factor”) of each possibility. Each of these new states in the superposition will in
turn be connected to other Fock states by later interactions.

In a typical incoherent gas of atoms, after a very short time, the interactions will have
caused every Fock state of the system to have some nonzero weight, since sums like that in
(16.2.2) connect each state to a vast number of other states. The exact values of the weight
factors «, B, y, and so on may fluctuate in time, but the average number of particles in any
state will stay the same, in equilibrium (Snoke 2012).

For a disordered, homogeneous system like a gas, the average number of particles per
state is the only relevant information. We can write this in terms of the number operator as

A~

(M) = (afay) = D lowl* nlajay|n), (16.2.4)

2 Inrecent years, there has been significant study of the “eigenstate thermalization hypothesis,” which posits that,
in equilibrium, the prefactors «, 8, and y do not fluctuate, in which case the equilibrium state is an eigenstate
of the total Hamiltonian (see, e.g., Nandkishore 2015).
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where the sum over n is over all possible Fock states, and «, are the complex numbers
represented as «, 8, y, and so on, for each Fock state as we have discussed for each Fock
state as in (16.2.3). The sum in this case depends only on the magnitude of the «,, factors.
This makes it fairly robust against “phase noise.” In other words, if we write a given factor
as @ = |ale?, where || is the amplitude of the complex number and 6 is the phase,
fluctuations in 6 will not contribute to the particle numbers, because the phase factors
cancel out when computing |«|?> = o*«. The phase information could be entirely lost, and
we would still have the same information about the numbers of particles in the states.

To put it another way, in a system like this, splits of the wave function into superpositions
are “recycled” back into the whole system, because every state scatters into every other
state, with different phase factors, but the phase information is irrelevant.

By contrast, in the case of highly organized matter, or information-rich matter, such
as living creatures (e.g., cats), photomultipliers, or electrical circuits, not only the aver-
age numbers of particles matter, but also correlations of states. For example, suppose that
a collection of atoms is at a specific set of locations, r|, 72, and r3. We can create the
three-particle state with definite positions for each particle by applying the spatial creation
operator (introduced in Section 13.1) for each particle successively to the vacuum state
|vac), as follows:

AR ACACIAGHIITE (16.2.5)
1 . . .
= 737 Z e_’k‘”e_’kzrze_’h”a,tzazzazl |vac),
ki1,k2.k3
where we have generalized to a three-dimensional system, and ¥ = L3 is the volume of the
system. This corresponds to a sum over a large number of Fock states like (16.2.3), with
coefficients of the form
1

~ 3
After a quantum measurement event in the many-worlds scenario, the state of the system
will have the form

A[ot|N1,N2,. OFHBINI LN+ 1L, )+ yIN - 1L,N, N3+ 1,00 + .. ]
+B[/ [N, N2, ... )+ B INI = LN+ 1,..) + ¥/ INL = LN, N3 + 1) + .. ]
+..., (16.2.7)

4

o e—ikir1 g=ikary y—iksrs (16.2.6)

where 4, B, and so on are overall amplitudes multiplying all the states that make up the
separate “worlds,” and «, 8, and so on, are the amplitudes of the states within each world.

For one set to be a complete “world,” with locations 7, 7, and 3 different from another
“world,” each of the subsets with amplitude 4, B, and so on must keep the phase infor-
mation that allows us to recover rq, 13, and 3. Thus, if terms like Ao and Ba’ are of
order 271:000.000 a5 would be the case after using a photon counter to collect 1,000,000
counts (as is quite common in experiments), the phase information must be accurate at this
level. Thus, while this is the case if Schrodinger’s equation is strictly true, this analysis
shows that Schrodinger’s equation must be fantastically, perfectly true for the different,
information-rich worlds to be preserved.
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16.2.2 The Many-Worlds Hypothesis and Nonlocality

As discussed in Sections 4.1 and 4.2, quantum mechanics involves nonlocal correlations;
that is, events separated in space can be correlated even though no signal can have traveled
from one to the other at the speed of light or slower. Some have assumed (e.g., DeWitt
1973) that the many-worlds approach removes the nonlocality problem. In this section, we
will see, through a simple thought experiment, that the many-worlds scenario still involves
issues of nonlocality.

To see this, consider the EPR experiment discussed in Section 16.1.1, with the layout
shown in Figure 16.1. We again suppose that the two-photon state (16.1.1) is emitted from
the source,

1
1Y) = ﬁ(IHHH) + MV, (16.2.8)

where |H) is the horizontally polarized state and | V) is the vertically polarized state.
We now write the initial state of the system with explicit time and position dependence
as
1
V2
where r represents the position of a moving wave packet on the left, and r, represents the
position of a moving wave packet on the right. |E1) and |E,) are the many-body states of
the detectors and environment prior to any interaction with the photons.

We assume that the photon wave packet on the left encounters its polarizer/detector
assembly first. If this polarizer is set to pass horizontally polarized photons, then after its
encounter, the state of the system, in the many-worlds approach, is

1

V2
where D indicates a many-body wave function of the many particles in the detector and its
environment that make up the detection event of a horizontally polarized photon, and N
indicates no detection event, and only heat dissipated in the polarizer. (The slight separa-
tion of the polarizers and detectors will be treated as negligible compared to the distance
between the detectors on opposite sides, so that these all are assigned the position R on
the right and R on the left.)

At a later time, the wave packet on the right encounters a horizontal polarizer and a
detector, at which point the system wave function is

1

(H@r, ) [H(rz, 1) + [V, i) [V (r2, 1)DIED | E2), (16.2.9)

(ID(r1 = R1,02))[H(r2, 22))|E2) + IN(r1 = R1,12)) [V (r2, 22)) | E2)),  (16.2.10)

ﬁ(|D(R1J3)> |D(R2,13)) + IN(R1,13))IN(R2, 13))). (16.2.11)
If we pick the world in which detection of a photon occurs on the left, the state is
ID(R1,13))|D(R2,13)), (16.2.12)

while, if no photon detection occurs on the left, there will be no photon detection on the
right. In other words, there is deterministic behavior of a photon on the right, within this
world.
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Suppose now that, at the last moment before the photon hits the polarizer on the left, we
suddenly changed the polarizer position to 45°. Then at time #,, the state would be

1 1
7 (ﬁ(ID(RMzD + IN(R1, 22))|H(r2, 12)) | E2)

+%(|D(R1,tz)) — IN(R1, )|V (r2, 22)) |E2>> ) (16.2.13)

Then when the other wave packet encounters the horizontal polarizer and detector on the
right at time f3, the state would be

1 1 1
7 <E(ID(R1J3)) + IN(R1, 3))ID(R2, 13)) + EOD(RI,%)) - IN(RlJa)))IN(Rz,t3)))

1
=3 (ID(Rl, 5)|D(R2,13)) + IN(R1, 3))ID(Ra, 13))

+ ID(R1, 3))IN(R2, 13)) — IN(Rl,ts)))IN(Rz,tz))>. (16.2.14)

If we once again pick the world in which detection of a photon occurred on the left, the
state is then

1
|D(Rl,t3))ﬁ (ID(R2,13)) + IN(R2, 13))) ,

which is a 50% superposition; if no photon is detected on the left, the corresponding state
on the right is also a 50% superposition. In other words, if I am on the left, I can know
that, in my world, I can control whether the other detector is in a superposition or not, by
whether I rotate my polarizer. Since in the many-worlds framework, the wave function of
the system is a real thing, this is a true nonlocal change within my world due to the action
of rotating the polarizer at R;. This is guaranteed no matter how little time elapses between
ty and 13, that is, even if the detection events are spacelike separated. I cannot use this to
send signals faster than the speed of light, because the outcome at the detector on the right
is still random, but I have controlled how the branching of the worlds occurs.

In general, the relative weight of the two superposition states, from zero weight for
one option up to equal weight for both options, can be controlled continuously by the
angle between the two polarizers at the time the photons pass through them, which can
be set after the emission of the two photons from the source but before any signal can
have communicated what that setting is. A person experiencing one of these superpositions
will have no way to know the relative weight of the superposition, or if there is a new
superposition at all. But in the many-worlds approach, there is still a “fact of the matter”
that the exact splitting into different worlds depends on measurements far away.

Frank Tipler (2014) has presented an argument that the many-worlds hypothesis does
not require nonlocality. In that work, he assumed that a measurement apparatus can act to
always give the definite state of particle, that is,

Uly)IM(0)) = |¥)IM()), (16.2.15)

where U is a unitary evolution operator giving the interaction with the measurement sys-
tem, |) is the state of the particle of interest, and |M(0)) and |[M(y)) are the quantum
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states of the measurement apparatus before and after the measurement. Crucially, the detec-
tor state |[M(y)) is uniquely identified with the state |y) that the particle had before the
measurement.

In general, this is only possible if the measurement apparatus is set to detect exactly the
state |1). For example, in the case of a photon hitting a polarizer and a detector considered,
if the photon is polarized at 0° and the polarizer is set at 0°, then the process in (16.2.15)
will hold true. However, if the photon is polarized at 45°, then for the setting of the polarizer
at 0°, it will not be true that the detector goes into a state of having definitely detected a
photon with polarization at 45°. Instead, it will “project” the system into either detection
of a photon with polarization at 0° or detection of a photon with polarization at 90°. In
traditional quantum mechanics, one or the other of these states will occur with a probability
given by the Born rule; in the many-worlds approach, the detector goes into a superposition
of both possibilities. But this superposition is not the equivalent of having a single definite
measurement of a photon with polarization at 45°; a person living inside one of these two
superposed worlds will see only either 0° or 90°.

This can be seen as an example of environmentally induced selection, or einselection,
discussed in Section 6.3. The decoherence of the detector allows it to only be one or the
other of detecting the polarization states 0° or 90°; in the language of Dirac notation, the
detection apparatus forces a preferred set of “basis states,” unlike the propagation of the
photon through free space.

The nonlocality of quantum mechanics comes fundamentally from the fact that entan-
gled states of spacelike separated wavepackets can be created. This is intrinsic to the
mathematical structure and not removable by any of the interpretations of quantum
mechanics that agree with experimental results.

16.2.3 Many-Worlds and Spontaneous Symmetry Breaking

In Section 7.4, we discussed the possibility of viewing the early universe as a superposition
of spatially asymmetric states, which add up to a totality that is spatially symmetric. In
this case, one might posit a many-worlds scenario in which the overall symmetry is never
broken, but each parallel universe has broken symmetry.

If the early universe was thermalized (i.e., if it had a well-defined temperature) and
spatially homogeneous, this is, in general, not possible. We can see this by writing the state
of the many-particle system as

W) =D el - Neot, Nes Ne 1, - ), (16.2.16)
{Ni}

where the sum is over all possible Fock states with all possible different integer values of all
the occupation numbers Ni. The equilibrium temperature assumption gives the magnitude
of each factor oy, )| according to the distributions derived in Section 10.1, but there is a
free phase factor (VD) for each.

A single-particle wave function that is homogeneous can, in general, be written as a
superposition of two or more other single-particle wave functions. But in the context of
many-body field theory, using a single wave function is equivalent to writing a coherent
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state, defined in Section 12.5. A superposition of coherent states with different wavelengths
would be written as

W)= anl...0,N.0,..), (16.2.17)

kN

and the state (16.2.16) clearly cannot be written as such a sum. The thermal state (16.2.16)
contains many terms with “cross-talk,” that is, occupation of multiple single-particle states.
In the language of entanglement (see Section 10.3), it is massively entangled.

A thermalized many-body also state cannot be written as a sum of spatially localized
states. To see this, consider the case of a volume of size 2L broken into two half-
volumes, each with size L in one direction. This is a simple example of introducing spatial
asymmetry.

According to the prescription of Section 13.1.3, for both fermions and bosons, one can
define creation operators for localized states using

ay = / &r gu() (), (16.2.18)

where ¢, is the localized wave function. For particles restricted to a half-space, the
available plane-wave states will be

$n(x) = % sinmnx/L, (16.2.19)

for integer values of n, while the states in the full-space will have 2L instead of L. The
Fourier weight for the k-states of the half-space in terms of the full-space states will then
be proportional to

L . L
fo dx gu(x)e ™ = ﬁ /O dx sin(rnx/ L) sin(kx). (16.2.20)

In the full volume of size 2L, there will be k-states with magnitude k = 7n’/2L. Forn' =1,
this will give zero Fourier weight for all n of the half-space. In other words, the states of
the half-space are spaced twice as far apart in k-space, and therefore there is no way to
construct all the states of the full-space from them.

Yet, in the full-space, a thermally equilibrated distribution will have occupation of all its
k-states, including the ones that cannot be built as superpositions of states in the half-space.
Both of the two half-spaces will have zero occupation of these states of the full-space.

16.3 Bohmian Hydrodynamics

The Bohmian approach to quantum mechanics has experienced somewhat of a resurgence
in recent years, as the problems with the Copenhagen approach have caused many people
to question it. In the Bohmian approach, both the waves of the quantum equations and
indivisible particles exist at the same time, with equal ontological status. As shown in the
following sections, these particles cannot be equated with the quanta of field theory, which
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means that fwo types of particles must exist. Other strange implications of the theory lead
most physicists to conclude that the Bohmian approach is “ugly,” aesthetically. It is also
incomplete, as discussed in the following, although some adherents will point out that
other approaches such as spontaneous collapse theory are also incomplete. But in the case
of Bohmian pilot waves, the method seems to depend on a “mathematical trick” that only
works for the Schrédinger equation for particles with mass.

16.3.1 Derivation of the Bohmian Flow Equations

The Bohmian pilot wave approach starts with the Schrodinger equation,

L9 R,
ih—y = ——V2y + Uy, (16.3.1)
at 2m

and writes the wave function in the form ¢ = Re'S/M where R and S are two scalar, real
functions. The derivatives are then resolved explicitly as

o (OR on , E o is/n0S n iS/h L is/n iS/h
_ — Z)l=—__Vv. —
ih ( ” e + —Re ” (VR)e + R-e”"""(VS) | + URe

h? 4 2i .
= —— ((V?R)S/" 4 Z(VR) - (V8)e'S/"
2m h

1, » .
—Rﬁels/h|VS|2 + R%e’s/ h(v25)> + URES/™

(16.3.2)

We next multiply by e "5/ to eliminate the phase factors, and equate the real and
imaginary parts on both sides to make two equations,

R _ i V2R + ! R|VS|)? + UR
9t 2m 2m ’
dR 1 1,
— = ——(VR)-(VS) — —RV?S. (16.3.3)
ot m 2m

We define the scalar density p = R?, and the velocity © = V.S/m. The continuity equation

for any fluid described by a velocity and density is
0 =
a—’; — V. (nd). (16.3.4)

Integrating both sides of this equation over some closed volume ¥ and using Stoke’s for-
mula shows that the continuity equation is equivalent to saying that the rate of change of
the total mass inside any closed surface is given by the net current through that surface. In
terms of S and R, this can be expanded as

9R? 1
— =-V. (R2—VS)
ot m

dR 2 1
= 2R— = —ZR(VR)- VS — —R*V?S. (16.3.5)
ot m m

Comparing this to the second equation of (16.3.3), we see that it is equivalent to the con-
tinuity equation, if we multiply both sides by R. This gives us a picture of flow of the
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probability density through space like a fluid, with a speed given by the gradient of the
phase. Because the continuity equation is obeyed, this means that the total probability
density is conserved, and no particles disappear.
We can divide the first equation of (16.3.3) by R, to rewrite it as
as VR 1

T VSP+U 16.3.6
ot 2m R +2m| "+ ( )

The advance of the phase in time is proportional to the sum of three energy terms:
the potential energy U, the kinetic energy K = %mvz, and the “quantum potential”
proportional to V2R/R, which can also be written as

2 (RV2R)
2m RZ

0=— (16.3.7)

which can be viewed as the kinetic energy due to density variation.
This equation can be viewed as giving a force, since the rate of change of v is the
acceleration. We write
v
a=- = —V(@+K+U), (16.3.8)
which gives the acceleration proportional to the net gradient in the total energy, including
the quantum potential.

If the second derivative is negative, which is the case at a density minimum, and the
density p = R? is nearly zero, this makes a huge quantum potential energy barrier, which
acts like a large potential energy barrier to repel any flow into that region.

In the standard Bohmian interpretation, the velocity v gives the “particle” velocity,
which, as discussed in Section 5.2, cannot be equated to the particles derived in quantum
field theory. But the velocity v could also simply be interpreted as a flow of “probability
density,” which is conserved in a sort of hydrodynamic flow. This connects to the concern
of Dirac, discussed in Sections 9.1 and 13.2, that fields associated with particles with mass
must have total probability density that is conserved at all times.

As noted in Section 5.2, the above formalism presented here will not work for a particle
with zero mass, such as a photon, or a particle with mass at relativistic velocities. In both
cases, the energy is proportional to the gradient of the wave function, rather than the square
of the gradient; that is, they are linearly proportional to the momentum.

16.3.2 Comparison of Quantum Field Theory and Bohmian Particles
in a Standing Wave

As discussed in Section 9.1, it is possible to make a standing wave in a region of finite size;
these correspond to the “first-quantized” resonances discussed in Sections 2.1 and 2.2. A
standing wave can be written as the sum of two traveling waves, which for the Schrodinger
equation is

Yo ® 0D 4yl R0D — 20 cos ke T (16.3.9)
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In quantum field theory notation, this is written as
V) = (@} +a’ )I0); (16.3.10)

that is, as the superposition of an electron in the states £ and —k, each of which corresponds
to a particle traveling in a straight line with speed v = +hk/m. If a velocity measurement
was done, there would be only two possible outcomes, with value fv.
In the Bohmian equations, the velocity of a “particle” is proportional to VS. From
(16.3.7), the quantum potential for a standing wave is given by
0= 1? (cos kxV? cos kx) _ B2 k2

2m cos? kx 2m’

which implies that there is no acceleration of the particles due to the quantum potential,
and the velocity is given by VS = 0, since there is no x-dependence of the phase factor in
(16.3.9). The “particles” sit in the regions of space between the antinodes and do not move.

Since the two pictures give completely different descriptions of the behavior, the “par-
ticles” of Bohmian theory cannot be equated with the particles of quantum field theory,
used for a great number of experiments and calculations such as cloud chamber tracks.
Therefore, the Bohmian approach, if it is to describe the results of field theory, must keep
track of two sets of particles, which are unrelated to each other. As noted at the end of
Section 3.3, the canonical experiments that convinced people of the existence of particles,
namely the photoelectric effect and the Planck radiation spectrum, arise from the quanta of
field theory; they do not arise from the Bohmian particles.

(16.3.11)

16.4 The Transactional Interpretation
|

The transactional approach to quantum mechanics posits that advanced waves, that is,
waves traveling backwards in time, exist in reality, and that the interaction of the advanced
waves and forward-going waves (called retarded waves) leads to an instability that causes
irreversible particle jumps.

In recent years, John Cramer (2017) and Ruth Kastner (2021) have argued that the struc-
ture of quantum field theory intrinsically includes irreversible, nonunitary behavior, and
that it includes advanced waves. Here we look at both of these claims.

16.4.1 Are There Advanced Waves in Quantum Field Theory?

As discussed in Section 15.1.2, the Green’s function for electron or photon propagation is
written as

Gi(h) = —i(Vaclak(t)a};(O)|Vac)®(t)
= —ie K Q(r), (16.4.1)
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where |vac) is the vacuum state. This can be understood physically as the overlap amplitude
for two processes: one that starts with definite creation of an excitation in state k at time 0
and allows the system to evolve to a later time #, and another process in which the vacuum
evolves on its own until time ¢, and at that time an excitation is created in state k. In
probability language, it is the probability amplitude for a particle remaining in state k after
a time ¢ has elapsed.

The Green’s function for soles (defined in Section 15.2) is defined as

G; () = i(vacla ()a,(0)|vac) ©(—1)
= i O(—1). (16.4.2)

This superficially looks like a backward-in-time traveling wave, because it asks the prob-
ability of first removing a particle, and then at a later time creating it. However, this makes
sense as a forward-going process in the context of holes, because holes are absences of
fermions below the Fermi level. In the standard theory, the energy states of a system are
filled up (by Pauli exclusion) with fermions up to some cutoff energy level Er, known as
the Fermi level A hole creation operator therefore corresponds to the removal of an elec-
tron in state k that is, an electron destruction operator for a state k below the Fermi level. In
the same way, a hole destruction operator corresponds to an electron creation operator for a
state below the Fermi level. The Green’s function (16.4.2) therefore does not correspond to
a wave actually traveling backwards in time; it corresponds to hole creation and destruction
operators in the same order as in the case of the electron Green’s function. In the case of
electrons in the vacuum of free space, the same applies to positrons with negative energy.

In the case of bosons, Section 15.1.3 showed that typical interactions also give two types
of Green’s function. However, in this case, there is no Fermi level; so there is no switch to
a destruction operator as an effective creation operator. Also, the boson operators do not
pick up a — sign when they are commuted. The complementary Green’s function is then

Gy(1) = —i(vacl(a;{(O))ak(t)lvac)@(—t), (16.4.3)

which is the same as (16.4.1) but with ¢ switched to —1.
As discussed in Section 15.1.3, the boson Green’s function (16.4.1) can be switched to
the frequency domain by the Fourier transform

Gk, w) = —i / dt &' e~ Q(r)

= lim —1/ dt &M @=@Rt o=

e—0
= — (16.4.4)
w — o + ie’
and the complementary term corresponding has the transform
o
G(—k,w) = —i/ dt &' &K' Q(—1)
—00
0
= lim —i / dt el rent et
e—0 —00
1
=— (16.4.5)

—w — wi + i€
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Two processes for virtual phonon exchange between two electrons.

This term accounts for the fact that a particle emitting a boson with momentum % and
energy hw has the same effect as absorbing the same type of boson with momentum —k
and energy —hw. Figure 16.3 shows these two processes separately, which are accounted
together as a single, effective interaction between the two electrons in the diagram shown
in Figure 15.2.

What do we mean by a photon with negative frequency? One interpretation is to treat this
as an advanced wave traveling backwards in time. But if we remember the reason why we
have two terms, it is because, as discussed in Section 12.5, phonon (and photon) waves are
real-valued, and to have a Hermitian operator corresponding to a real-valued amplitude,
we need the sum of a,t +a;.

The first Green’s function corresponds to the traveling wave e/kx=®0) while the second,
complementary wave corresponds to ekt — o—ilkx—wi) ywhich is just the complex
conjugate of the first wave. Both of these propagate in the same direction. The sum of the
two is cos(lz -x — wt). In other words, the field theory simply ensures that the interaction of
the electrons responds to the real part of the phonon wave. The use of negative frequency
is common in optics to account for the complex conjugate part that gives the real part of
traveling waves.

We thus see that for both fermions and bosons, the Green’s functions that are often
written as backwards-in-time-traveling waves are not really tachyons! They are simply
bookkeeping conveniences in the theory.

We have done this calculation for phonons and electrons in a solid, for simplicity, but
the same argument applies to the case of photons in vacuum, worked out by Paul Davies
(1971).

16.4.2 Is There Nonunitarity in Quantum Field Theory?

As discussed in Section 6.1, a unitary system cannot give nonunitary behavior; the math-
ematical approximations of the S-matrix expansion and Fermi’s golden rule do not change
this. The Carver Mead model for coupled superconductors shown in Figure 5.4 does not
involve dissipation and irreversibility of this type — the jumpy dynamics are time-reversible.
As discussed in Section 14.1, Fermi’s golden rule appears to give irreversible behavior, but
this is an approximation based on the assumption of strong decoherence due to interaction
with an external environment.
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Does the inclusion of the ie term in the Green’s functions of Section 16.4 mean that
there is irreversible, nonunitary behavior intrinsic to quantum field theory? Nominally,
this term corresponds to decay proportional to e/, which is nonunitary. But as discussed
in Sections 15.1.2 and 15.3.2, this imaginary term can be seen as arising from a small
imaginary self-energy of the states of interest, which in turn corresponds to dissipation
due to decoherence derived within the fully unitary quantum field theory, calculated using
exactly the same method as Fermi’s golden rule. The introduction of the ie term can be seen
as arising from the need for self-consistency when higher-order terms in the field theory
are taken into account, and not as an ad hoc introduction of something nonunitary.

As noted in Davies 1971, and as discussed in Section 18.1, in an infinite system, unitary
evolution gives irreversible behavior which looks like nonunitary behavior, because energy
can flow outward forever without returning. In the discussion of Davies, this corresponds
to outgoing photons that are never absorbed. This does not mean that there is a general
nonunitarity of standard quantum mechanics, but rather that part of the system (at = c0)
has been placed “off the books,” in the same way that an “environment” is often placed off
the books in decoherence theory, as discussed in Part V.
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Entanglement in a Classical System

In 1935, Erwin Schrodinger wrote,

When two systems, of which we know the states by their respective representatives, enter
into temporary physical interaction due to known forces between them, and when after a
time of mutual influence the systems separate again, then they can no longer be described
in the same way as before, viz. by endowing each of them with a representative of its own.
I would not call that one but rather the characteristic trait of quantum mechanics, the one
that enforces its entire departure from classical lines of thought. By the interaction the
two representatives (or ¥ -functions) have become entangled. (Schrodinger 1935)

Schrodinger’s statement is correct when taken in the full context of this quote. But the
property of entanglement is often stated in a mathematical formalism, and the conclusion
is sometimes drawn that this mathematical formalism cannot apply to any classical system.
As we will see in this chapter, that is incorrect. A classical system can be constructed which
has exactly the same mathematical structure and exactly the same probability predictions
as a quantum entangled system. There are key differences, however.

Several theoretical and experimental works (Spreeuw 1998; Shen 2021; Zhan 2021)
have shown that optical states can have the essential mathematical property of being non-
factorizable sums of products of functions. The wave functions of the electromagnetic
states in those cases differed quite a bit from those of quantum mechanics. In this chapter,
we will see that a classical system can be made which has exactly the same mathematical
description as an entangled quantum system. This work originally appeared in Snoke 2021.

17.1 An Optical System with Second Quantization
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The canonical case of entanglement in quantum mechanics is given by a superposition of
two states that cannot be factored into a product, for example, the state

1 :
E[Wo(x)‘/fl(y) + ()Y, (17.1.1)

where ;(x) and v;(v) are the wave functions for two states labeled 0 and 1. In bra—ket
notation, the relation (17.1.1) is written as

Y(x,y) =
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1
W) = —(|0)]1) +i[1)|0 17.1.2
|¥) ﬁ(|>|>+z|>|>), ( )

where |0) and |1) represent the two states available to two different subsystems.

The entangled state (17.1.2) is physically realized, for example, in the case of a beam-
splitter which has one photon impinging on it. In this case, |0) corresponds to one output
of the beamsplitter having no photon, and |1) corresponds to the output having one photon.
The product state gives the total state of both outputs of the beamsplitter. This state is the
result of the standard 50-50 beamsplitter matrix operator (Mandel and Wolf 1995)

1 (1 i
M=E<Z_ 1) (17.1.3)

acting on the input state |1)|0), which is written in vector form as (1, 0), and corresponds
to one photon entering the beamsplitter from one direction.

Particle operators as operators on continuous functions. To see how to simulate the
state (17.1.2) classically, we must begin by recalling how particle operators and states are
defined. Particles such as photons are defined as the eigenstates of the Hamiltonian

H= Zha)k(Nk+> Zhwk<akak 1) (17.1.4)

where a}: and a, are the creation and destruction operators for the wave mode k, and wy
is the frequency of the mode k. As discussed in Sections 12.1 and 12.2, the creation and
destruction operators obey the commutation relation

[ag,a)] = 1; (17.1.5)
this relation follows from the underlying wave equation for the harmonic oscillator,
oy | pp 1 R 3% 1
HYy =ih— = | —=+ = = 17.1.6
V=i [2 il 2m32+2y"‘” (17.1.6)

where v is a wave function. Here we have used an effective mass m and spring constant y,
which are appropriate for phonons in a system of coupled atoms, but photons in a vacuum
have exactly the same mathematical structure (Section 12.4), if we substitute

mja® — gy, aly — po, xp — Ag, (17.1.7)

where a is the size of the local oscillator with mass m, g and g are the permittivity and
permeability of free space used in Maxwell’s equations, and Ay is the vector potential of
electromagnetism. Instead of x; for the spatial displacement of the oscillator k£, we have
the strength of the electromagnetic field 4. The wave function ¢ gives the probability of
a given value of x; or A4y.

In this algebra, the destruction operator is defined as

1 ( ma)k ) 1 mowy L h 0
a, = — —X _—
= * ) = R

A
- (xk n a_xk) , (17.1.8)
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where X = (/mwy/h)xy. The creation operator is then

r_ 1 ( 0 ) (17.1.9)
a, = —7—=\Xk— 7= )> L.
V2 Xy
and the number operator is
2
o 1/, 0
Nk=akak=5<x _ﬁ_l> (17110)
With these definitions, it is easy to show that the eigenstates |0) and |1) correspond to
1 .
Vo) = (ul0) = —ze /2 (17.1.11)
al/4
2 -
Y1) = (xel1) = l—fike_xk/z, (17.1.12)
al/4

with wy = /y/m, and a,t and a, have the standard actions aZlO) = [1) and a,|1) = |0).

Thus, the ground state of the photon mode k%, corresponding to no photon, is a wave
function v which is a Gaussian, and the first excited state, corresponding to one photon,
is the wave function ¥y which is a Gaussian multiplied by V/2x;. The wave functions here
are not the same as the electromagnetic field functions of the mode k in real space. The
electromagnetic field of mode & is given by A(z, 1) = Axe’ ™~ the wave function ¥ (4y),
which maps to 1 (xx) here, gives the probability of finding a particular amplitude Ax. If no
measurement is made of Ay, however, then ¥ is a continuous function which satisfies the
wave equation (17.1.6).

Cavity resonators with effective mass and spring constant. The question is then
whether there is a classical system that obeys the wave equation (17.1.6). The answer is
yes; we can construct a system with this wave equation using a classical optical resonator.

We imagine a classical resonator made of two parallel mirrors separated by a distance L.
The classical Maxwell wave equation which applies in this system is
V2E = 1&E (17.1.13)

c? 32’ o
where we ignore the polarization of the electric field; in all of the following we assume that
the electric field is always polarized in one direction. We write the solution of this wave

equation subject to the cavity boundary conditions as
E = cos(kyz)e ™", (17.1.14)

where k| = N /L; only integer values of N are allowed, because the perpendicular com-
ponent k| is quantized by the boundary condition that the electric field must vanish at the
surface of the mirrors. The amplitude ¥ may vary in time and in space along the plane of
the cavity. We write this envelope amplitude suggestively as ¥ because we will see that it
plays the same role as the harmonic oscillator wave function .

Keeping only leading terms in frequency (known as the slowly varying envelope
approximation), we have for the time derivative of E,

PE

9 )
= (—wzw - 21@8—‘/;) cos(k L z)e ", (17.1.15)
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The Maxwell wave equation (17.1.13) then becomes

(kLY + Viy) = C% (—wzw - zw)%> . (17.1.16)

We allow that k) may vary slowly along the plane of the cavity, due to varying cavity
thickness L. In particular, if we arrange to have a maximum of the thickness L at position
x = 0, with parabolic variation of the thickness away from x = 0, we can write

, N?zx? 2 2 1 N*z?

~

= — ~ 1
L7 2x) 4 (Lo — bx2)? L3 (

2
+2bx2/Lo) = (14252 /Lo), (17.1.17)
C

where b is a constant that gives the variation of L(x) in the plane, and wg = Nx /L.
Picking w >~ wq, the Maxwell wave equation (17.1.16) becomes

2w03b 1 Y
Viy — Sy = < [ —2iwp— ). 17.1.18
4 choxW c2< 1wo 81‘) ( )
Rearranging, we have
2
c bay Oy
— Vi X =i, 17.1.19
2wy HW"’ Loxw lat ( )

This is equivalent to (17.1.6) if we assign m = hwo/c* and y = 2hwo(b/Lo). The solutions
of this equation are already well known, namely the solutions of the quantum harmonic
oscillator already discussed, with evenly spaced frequencies.

We have made two assumptions to arrive at this result, namely that the cavity thickness
is thin enough that w is well above the rate of change of the envelope function v, and the
gradient of the cavity thickness is small enough that the cavity can be treated as locally
planar. Both of these limits are easily achieved in experiments, and such experiments have
been done in at least two cases. One possibility is to vary the index of refraction in a par-
abolic fashion, giving the equivalent behavior by changing the effective velocity ¢ instead
of L in (17.1.13)—~(17.1.19). This was invoked in a proposal (Gordon 2002; Zhang 2012)
for modelocking of a very small cavity laser using the evenly spaced frequencies for the
lateral modes in the plane of the cavity instead of the standard modelocking method of
using the evenly spaced longitudinal modes. This limit has also been used in the recent
“photon condensate” experiments (Klaers 2010); the variation of the cavity thickness gave
a harmonic potential in the plane which could be used to trap the photons in the ground
state at the center of the cavity, which is a Gaussian mode.

This type of resonator is therefore standard optics, not exotic, and can easily be fabri-
cated for experimental studies using either varying cavity thickness or index of refraction
variation. If the optical modes are coupled to electronic transitions, this leads to a nonlinear
term which makes (17.1.19) become a standard Gross—Pitaevskii equation, also known as
a nonlinear Schrédinger equation (see Snoke 2020, Section 11.13.1).
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The fact that the resonator discussed in Section 17.1 has two spatial dimensions in the plane
allows us to create entangled states exactly equivalent to (17.1.2). Since linear waves obey
the principle of superposition, we can make superpositions of macroscopic electromagnetic
waves just as we do with quantum mechanical wave functions. The state equivalent to
(17.1.2) is

1 o 1 .
V(x,y,0) = Te_xz/zye_yz/ze’wt + —xe 2 20 (17.2.1)
ml/2 712

where @ = /y/m=./2(b/Lo)c. This frequency can be quite low compared to the fre-
quency wq at which the electromagnetic field oscillates, if the curvature of the mirrors
is low.

The state (17.2.1) is a physically possible classical electromagnetic state, since each
of the two terms is allowed in a two-dimensional system, and a superposition of the two
is therefore also possible. This wave function is plotted in Figure 17.1 for various times.

Figure 17.1

The real part of the entangled classical wave (17.2.1) at four times corresponding to phase of 0, v /4, 7 /2, and
37 /2 radians during the period of oscillation 7’ = 27t /. The distribution rotates at constant frequency v in the
two-dimensional plane. From Snoke 2021.
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Note that the wave function ¥ plotted here, which corresponds to the electromagnetic
wave amplitude in our classical analog, maps to the wave function v in the single-photon
states (17.1.12), while the position x or y here corresponds to the electromagnetic wave
amplitude in the mapping (17.1.7). The two spatial dimensions map to the electromagnetic
wave amplitude along the two output legs of the beamsplitter discussed in the introduction.

With this state, it is manifest that the expectation value for having both axes in a |1) state
is

. 1 92 92
(W|alaala,| W) = Zfdx/dy v <x2 i 1) (y2 e 1) v =0. (17.2.2)

17.3 Bell Inequality for the Classical Resonator
-_________________________________________________________________________________________|

The entangled nature of the system allows violation of a Bell inequality, for example, the
CHSH inequality (Clauser 1974)

(OPOY) +(OPOY) + (0 0F) — (00 <2, (17.3.)
where we pick
1 0 0 1
@) — g0 — 0 _ g0 —
0o =5 (0 —1)’ % =% (1 0)’ (732

which are spin-Pauli matrices acting on the |1) and |0) states of the x-axis. (Here the x and
z subscripts have nothing to do with the x- and y-axes of the cavity, which are indicated by
the superscripts.) For the y-axis, we use

o__ L y_ (-1 -1
Oa" = ﬁ(SZ +Sx)_ﬁ -1 1)

o0 _ 1 o) 1 -1
o ZE@@_S")ZE(* ) (17.3.3)

which act on the |1) and |0) states of the y-axis. In terms of the continuous functions
(17.1.12), the Sy operator is equivalent to

89 = al(1 — alay) + ay

() )

P
Tx — —1— — - — ), 17.3.4
2f<x F @ = D s axg) (17.3.4)
while the S, operator is equivalent to
89 =2q4fa, — 1
82
=xX— — —2. (17.3.5)
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To measure the state of the system to see if it violates the Bell inequality, we can meas-
ure the electric field amplitude v(x,y) everywhere in the cavity, and then perform these
operations on it analytically, and integrate over the plane,

2 2
(S9SY)) = f dxdy Y*(x,y) (x2 _r 2) (yz Yy 2> Y(x,y). (17.3.6)

0x2 0?2
The electric field can be measured by a set of small linear detectors adjacent to the cavity,
for example, polarized antennas connected to tank circuits resonant at the cavity frequency
wop. This is hard to do in the optical frequency range, but it is easy to implement linear
detection for electromagnetic fields in the microwave range. Since we have assumed in all
of the analyses of this chapter so far that there is only one polarization of interest in the
cavity, all the antennas will point in the same direction (though the orthogonal polarization
could also be used to give four degrees of freedom, namely the two spatial coordinates and

the two polarizations).

For the choice of operators (17.3.2) and (17.3.3), this type of measurement gives a viola-
tion of the CHSH inequality, with the left side of (17.3.1) equal to 2+/2, as expected since
we have mapped the system one-to-one to the quantum entangled system. It is not actu-
ally necessary to measure the electric field amplitude everywhere in the plane. A violation
of the Bell inequality can be obtained for a reasonable sampling of the electric field at
different sites in the plane, giving a good approximation of integrals of the form (17.3.6).

We could, if we wanted, rig the detection system to simulate the discrete detection prop-
erties of particle detectors, so that the electric field amplitude v (x, y) actually does act as
a probability amplitude. There are many ways to create a classical detector that produces
random clicks or counts with probability proportional to the intensity of input light, in
accordance with the Born rule. One way is simply to have a classical digital computer
measure the input light intensity using an analog-to-digital converter, and then use this
information to generate function calls to a random number generator in a way that fol-
lows the Born rule. However, it might be objected that digital computers typically generate
pseudo-random numbers, not truly random numbers. Another method would be to use an
electrical circuit with classical chaos, which is truly unpredictable,' and have a photocell
control the period of the driving oscillation of the chaotic circuit via a voltage-controlled
oscillator.

Figure 17.2 shows wiring patterns for a few linear antennas in the plane which could
be used to be sensitive only to the |0) or |1) states for either the x- or y-axis. The detector
for any given state could be designed to trigger with probability proportional to the square
of the current, and then immediately to jam other detectors. This would give data with the
same probability distributions as a standard particle counting experiment for an entangled
state.

Furthermore, we could rig the system to collapse the wave function after a measurement.
In any physical cavity, there is a loss of the energy of the cavity through the cavity mirrors
leaking radiation (this is what allows the antenna detection of the electric field). To keep
the wave function normalized, energy must be pumped into the system, as in any optical

1 See, for example, Su 1989; for further discussion, see Snoke 2015, Section 4.6.
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Opposite-phase current
(a) measurement In-phase current
measurement

(b) Left horizontal current Right horizontal current
measurement measurement

(a) The detection of the |0) (symmetric) and | 1) (antisymmetric) states using linear antennas distributed in the

x — yplane, for a y-polarized electromagnetic wave. The wiring shown measures the |0) and | 1) states in the
x-direction. A similar wiring can be done in the y-direction. (b) Wiring for detecting two orthogonal superpositions
(]0y £ | 1))/ﬁ in the x-direction. From Snoke 2021.

cavity. One possibility with this system is to use the antenna detector array to pump energy
into the system. In this case, positive feedback could be used to force the system into one
or the other of the |0) or |1) states.

Comparison to quantum systems. The existence of this analog for quantum systems
can help us to identify what is truly quantum and what is simply a consequence of the
wave nature of quantum systems, in common with all wave systems. As we have seen here,
a classical system can have mathematical probability predictions which are identical to
those of an entangled quantum system. The mathematical structure of nonfactorizability
of (17.1.2) is therefore not uniquely quantum, nor are the violations of Bell inequalities
which follow for entangled states. Quantum systems can have many more possible degrees
of entanglement, however. In quantum mechanics, each degree of freedom corresponds to a
new dimension, that is, a new orthogonal Hilbert space, with no upper limit to the number
of dimensions. In classical mechanics, the number of entangled degrees of freedom is
limited by the number of spatial dimensions, in a three-dimensional universe. The system
described here allows up to four entangled degrees of freedom, accounting for two electric
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field polarizations and two spatial dimensions, but there is a definite upper bound of the
number of entangled degrees of freedom in classical systems.

The CHSH inequality and other Bell’s inequalities are derived for classical “objects”
with finite countability and continuous histories (as in the derivation in Section 16.1.2).
Such inequalities are not universal statements for all classical systems; rather they are
applicable to a subset of classical systems consisting of distinguishable objects. In the
context of classical waves, violation of a Bell inequality is not surprising. When the Bell
inequalities are mapped to quantum systems, however, it is assumed that quantum systems
also count “objects” which we call particles. But if we keep in mind only the continuous
quantum wave functions, the violation of the Bell inequalities in quantum systems is no
more surprising than in classical wave systems.
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Decoherence, Spontaneous Coherence,
and Spontaneous Collapse






18 Irreversibility in Unitary Quantum Field Theory

A major question of quantum mechanics is how one can get irreversible behavior in a
physical system that is fundamentally time-reversible in its governing equations. As proved
in Section 18.1, any finite, unitary system will always have periodic behavior, over some
timescale. Yet much of our experience gives behavior that seems completely irreversible,
such as an egg splattering on a pavement.

The general approach to this in quantum mechanics is to treat carefully the physical
effect of decoherence, also known as dephasing. Sections 18.2 and 18.4 show that irrevers-
ible behavior occurs in quantum mechanics when the phase coherence of many-particle
states decays away to zero due to interactions in a large system. There are two ways to
think about what really happens in this case. One is to say that most systems we look at
are sufficiently large that the Poincaré time for periodic recurrence is so long that we can
effectively set it to infinity. Another is to say that in a truly infinite system, the Poincaré
time is truly infinite, so that there is no recurrence, and we live in a truly infinitely large
universe. Any real finite system is coupled to outer space (e.g., by heat going into infrared
radiation), and so will have truly irreversible behavior.

All of these statements, and the math of this chapter, are completely standard, unitary
quantum theory. One can also speculate that there is nonunitary behavior in the physical
world, which is not yet accounted for by the equations we use for quantum mechanics. The
“collapse” in a measurement process may be like this. It is also introduced as a mathemat-
ical convenience in the quantum trajectories method, discussed in Chapter 19. Collapse is
off the books of the standard equations of quantum mechanics, but can be introduced into
those equations in a way that looks much like random noise (see, e.g., Jacobs 2006).

As discussed in Chapter 4, “measurements” are ill-defined, and some interpretations of
quantum mechanics make an explicit commitment to the need for human knowledge to give
a measurement. It can also be speculated that there are spontaneous events that have the
same effect, without the need for a human observer to define a measurement. A quantitative
proposal for this scenario is given in Chapter 20.

18.1 The Poincaré Recurrence Theorem

This section follows the proof of Boccieri and Loinger (1957). We suppose that the many-
body wave function of a system evolves in time according to

W (@) =) cnexp(—iEnt/h)ldn), (18.1.1)
n=0
267
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where the E, are the energy eigenvalues and the |¢,) are the eigenstates. If the system
starts evolving at time = 0 and evolves until time 7, the magnitude of the difference of
the wave function at the two times is given by

1Y (T)) = 1Y ONP =2 leal*[1 — cos(E,T/M)]. (18.1.2)

n=0

Consider now the same sum but up to a finite value of N. We first show that any such finite
sum can be made arbitrarily close to zero by picking the correct time 7. We start with just
two frequencies, w; = E1/h and wp = E»/h. If the ratio of these frequencies is a rational
number,

@ _M (18.1.3)

wry Ny
then it will always be true that the time 7 = N1T1 = N>T> = Tp, will be an integer
number of periods for each frequency, where the periods are given by 71 = 27 /w; and
T» = 2m/wy. (Note that the times 77 and 7, defined here are not the 77 and 7, times
defined elsewhere in this book for decoherence processes — here, they are simply two dif-
ferent time intervals.) Both of the waves will return to their starting value after an integer
number of periods, which means that ||y (7)) — |¥(0))|*> will be zero. If the ratio of the two
wave frequencies is not a rational number, but instead is irrational, we can always find a
rational number that is arbitrarily close to the irrational number, allowing arbitrarily small
difference between the waves.

If we add in a third frequency, we can still always choose a time 7 for which all the
waves return to their original value, because the first two frequencies define a new period
T1, for recurrence, and we can then follow the same procedure for the recurrence time of
the combination of 777 and 73. We can do this for any finite number of frequencies.

We now write the original sum as two parts,

N
(7)) — [ (O)* =2 leal*[1 — cos(E,T/h)]

n=0

o0
+2 ) leul*[1 = cos(E,T/h)]. (18.1.4)
n=N+1
The first term on the right can be made to vanish, as we have seen. The second term is
bounded, since all the terms in the sum are nonnegative:

o o
2 )" fealll = cos(EnT/R)] <2 Y eal®. (18.1.5)
n=N+1 n=N+1
As N — oo, this term must approach zero, because we assume that the initial state is

normalized, that is,

o]

(Wily) = D leal® = 1. (18.1.6)

n=0
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Since all the contributions to the sum are nonnegative, reducing the number of terms in
the sum must make it get smaller. Therefore, the sum of the terms of (18.1.4) becomes
arbitrarily close to zero for large N and correct choice of 7.

This result depends, first, on the unitary nature of the system, because every quantum
state evolves deterministically with its oscillation frequency w,, independent of what the
other states are doing. It also depends on the system being finite, not infinite, because if
the system is infinite, then the energy difference between states, E,, — E,/, goes to zero.
In that case, the sum over states is a continuum, with an infinite number of states within
any energy interval AE,, and the first term of (18.1.4) cannot be made to vanish in a finite
time. In other words, the more frequency terms that are added, the longer the recursion time,
so that in an infinite system, the recursion time 7 goes to infinity. This is fundamentally
no different from the result that, in an infinite lake, a circular wave from a pebble will
propagate outward and never return, having nothing to reflect from.

18.2 The Quantum Boltzmann Equation
|

In this section, we derive the quantum Boltzmann equation, which gives apparently irre-
versible behavior derived from a fully unitary quantum theory, and in Section 19.3, we
will prove that the main assumption made in this derivation, of strong dephasing, is valid
for most systems. There are some systems that do not have strong dephasing, and in fact
have the opposite, increase of phase coherence, or “enphasing.” These will be discussed in
Chapter 21.

18.2.1 Derivation of the Quantum Boltzmann Equation for a Many-Particle System

This section follows closely a derivation published in Snoke 2012. We assume that the state
of the system can be written as a superposition (sum) of Fock states, each with a definite
number of particles in each single-particle state. We assume that the Hamiltonian of the
system is given by

H=Hy+7V, (18.2.1)
where
Hy = ZEka (18.2.2)
k

gives the energies of the unperturbed eigenstates of the system, and 14 gives the interactions
between eigenstates. In general we assume that the interaction term can be written as a sum
of terms of the form

Udlal...ay_iay, (18.2.3)

where U is some complex number and the aj and a; operators are various creation and
destruction operators acting on the unperturbed eigenstates. These can be seen as removing
particles in the initial state of the system and creating particles in new eigenstates.
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If the initial state of the system is |;), and the state of the system at some later time ¢ is

|), the change in the average number of particles in state & is given by
d{Ni) = (YalNelvr) — (Uil Nel)

= (Y ()™ N o 1y (£)) — (| N )
= (el [T O =G Tty — (R )
= (Yl /M TOULR =D LT Oy (18.2.4)
where we use the interaction representation, introduced in Section 11.4, with |y (¢)) =
eHot/h )y and P(f) = efot/heiHot/h and (/M) V0dt is given by the expansion
(14.1.5).

The operator Ny commutes with Hy, by definition. If it commutes with V, there is no

change in the occupation numbers over time. Substituting in the expansion (14.1.5) for the
exponentials, we have

d(ﬁlﬁ = (V] (1 - (l/zh)f0 f/(t’)d/ 4. )

t o t 4 o .
X ((1/ih)/0 df' [Ny, V(t’)]+(1/ih)2/0 dt’/o dt" [Ny, V(t’)V(t”)]+-~> [r;).

(18.2.5)
The lowest-order term of this expansion is
N 1 ! A oA
atiiy =5 [t it o
t A A
= £<I/Ii|[Nk: V1ili). (18.2.6)

If |4;) is a pure Fock state, then the operator Ni acting on the initial state either to the left or
to the right gives the same number, and therefore this term will vanish. If the state is not a
pure Fock state, then the interaction must contain terms that change the number of particles
in a given state. For some bosons such as photons and phonons, the number of particles
does not need to be conserved, and so the interaction can have terms of the form [4]ay or
a,: [4], where [A4] is some operator that can contain various other creation and destruction

operators; for fermions, there must be interaction terms of the form az, [4]ax, to conserve
the number of particles. In either case, the interaction will create nonzero values of “off-
diagonal” correlation functions with unbalanced operators, which can be called phase-
coherence factors. These will be discussed in Section 19.3; the underlying assumption of
the quantum Boltzmann equation is that these are negligible. We can therefore ignore the
first-order term.

We therefore move on to the second-order terms of the expansion (18.2.5). The first of
these is

1 t t R N R
af) = - /0 it /0 A" (sl (e PN 1)

1 t t . / A . / /1 A A » /!
== dt’ / dt’" (|00 1T o= =0/ R R P leHol Py (18.2.7)
0 0


https://doi.org/10.1017/9781009261562.020

271 18.2 The Quantum Boltzmann Equation

We write the quantum state as a superposition of Fock states:

W) =Y auln), (18.2.8)

where the states |n) are Fock states and «, is the phase factor for each state. Using
this for state |v;), and inserting a sum over the projection operators for all Fock states,
> " Im)(m| = 1, we obtain

m

A 1 t t ) J : /!
M) = Z = / ar / At oty Er ~Em)! 1o =i En=En" [
0 0

m,n,n’

x (0| V|m) (m|[N, V]|n), (18.2.9)

where we have used the fact that the unperturbed Hamiltonian Hy acting on a pure Fock
state n gives a well-defined energy E,,. The term (n'| I7|m)<m|[](fk, f/]|n) defined for pure
Fock states is a complex number that depends on the number of particles in each state k;
in general, this will give final-states factors (1 4+ N) for bosons and (1 — N) for fermions,
as in Fermi’s golden rule, discussed in Section 14.1. Examples of specific interactions are
given in Section 14.2.

If n’ # n, then we will once again have off-diagonal terms that we assume are negligi-
ble, by the arguments in Section 19.3. If n’ = n, then the time-dependent factors can be
resolved, just as we did for Fermi’s golden rule, as

(/tdt/ eia)/) (/t dt’ e—iwt”)
0 0

it _11? in2(wt/2
= |¢ ‘ _ (“2’/ ). (18.2.10)
1) 1)
which, as discussed in Section 14.1 and under the same assumptions, becomes
2
t/2
m S s o (18.2.11)

— 00 w?

If we set ¢ to some small interval df, we then have the general quantum Boltzmann equation:

d(jl\;w - an mz ot (1 ) ] [N, P11} S(Er = En). (18.2.12)

Last, we consider the other second-order term in (18.2.5). This is

1 t 4 R .
o [ [ ar it e
h= Jo 0

1 t/t/ /7 IVRT 70 dNT7 (4! INT7 e dNT7 I\ N
_ dt/o "y ala (<n N PP my — (| PPt )Nk|n))

_ﬁo

1 t 4 . .
2/, dar /0 dt" > " aan(Ny — N |7V (") ). (18.2.13)
n
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If we consider terms in which the state |n”) equals |n), then this term vanishes, since N}/,
which is the value of Ny in the state |#”), is then equal to Nj. If we consider other terms,
then we must deal with the same type of off-diagonal terms that have appeared earlier in
this section, which we will argue in Section 19.3 are negligible.

18.2.2 Quantum Boltzmann Equation for an Interacting Gas

We now pick the specific example of a gas with two-body interactions of the form

V= % 3" Unsodsksl, @y ag, ay, (18.2.14)
ki.k2 k3

where the summation is not over 7(4 because it is implicitly assumed that momentum is
conserved, S0 that k4 = k1 + kz — k3 We assume the interaction energy U is symmetric on
exchange of k1 with k3 or k2 with k4 This interaction has the same form as the electron—
electron interaction introduced in Section 14.2.3, but can apply to short-range interactions
of bosons as well.

Using relations (12.1.7) and (12.1.8), which are true for both bosons and fermions, we
compute

1 i ot
[Nk, Vint] = 7 Z (Ulq,kz,k/,k aayay,a + Uk, koo e ' apazag, ay,
ke ,ko

Pt ot
—Uk ko ke Qg Oy Oy = Ul ey ey G, O, Qg O

1 .
= ﬁ Z(UD + UE)(afLaZ/akzakl - a};l a};zakak/), (18215)
ki,ky
where ¥ = ki + k — k and Up = Uk, 4o i & 1s the direct interaction term and

Ue = Uk ik 1s the “exchange” term, and the + sign is for bosons and the — sign is
for fermions.! If U is a constant, then the scattering rate is enhanced by a factor of 4 for
bosons and is forbidden for fermions.

Since the Fock states are orthonormal, the matrix element (v, | [Nk, Vint]|¥,) for a given
term in the sum (18.2.15) determines the state |v,,), so that we no longer sum over all
final states |v,,;) in (18.2.12). The summation over k-states in definition (18.2.14) of Vis
eliminated in the term (wn|f/|1ﬁm) (18.2.12) because only four terms that couple |i,) to
[¥m) survive. Since a destruction operator a, acting to the right on a state with Ny particles
gives a factor /Ny, and a creation operator a}: gives a factor 4/1 £ N, (where the + sign is
for bosons and the — sign is for fermions), we have

ANy 27
i h 2V2 > (Up + Ug)*8(Ew, + Eiy — Ex — Ep) (18.2.16)
k1,ky

X (N Niy (1 £ Ni)(1 £ Npy) — NN (1 &£ Ny )(1 £ Np,)),

! The assumption Uky o bk = Ukl gy by is a result of time-reversal symmetry.
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where the average (...) is the weighted average over the Fock states |y,) which are
included in the initial state |¢;). We have dropped the hat on N, because the number
operator acting on Fock states just gives us integer numbers. Equation (18.2.12) has the
same condition of validity as Fermi’s golden rule, namely the timescale for depletion of
any given state must be long compared to i/ AEr, where AEy is the range of final states
which can be considered smooth.

We can make a very powerful approximation by treating the average of the product which
occurs in (18.2.12) as a product of averages:

{(Niy Nip (1 £ Ni)(1 £ Ni) = NigNpe (1 £ Nig )(1 £ Niy))
= (Niy ) (Ni ) (1 £ (N £ (Ni)) = (Nie) (N ) (1 £ (Nig D+ (V). (18.2.17)

This relies on the assumption that there are no special correlations between the occupation
numbers of different states; this in turn follows from the assumption that the correlation
functions (a}; a,'Cz aay,) are negligible (Snoke 2012). We therefore can write the equation
entirely in terms of the distribution function (N) for the k-states:

d(Ny) 27 1
dt — h2V2

> (Up £ Up)* (Ne,) (i )(1 % (Ni))(1 = (Nir))
b
— Nk} (N Y (1 (V)L (Ni))) 8(Ex, + Exy — Ex — Ege). (18.2.18)

This is the quantum Boltzmann equation for two-body scattering, which gives the total
rate of change of the probability distribution. We see that it has the same final states factors
(1 &£ Ny) as we found in computing the transition rates for single particles using Fermi’s
golden rule in Section 14.1.

18.3 Experimental Verification of the Quantum Boltzmann Equation
|

The nonequilibrium time evolution predicted by the quantum Boltzmann equation
(18.2.12) has been verified experimentally. Section 18.2 showed that, for the case of two-
particle scattering, it depends only on the numbers N; for each state k. The same can be
shown for all kinds of other processes, such as phonon emission. This makes it relatively
easy to do numerical calculations for the time evolution of many-particle systems. For an
isotropic system, that is, one in which properties of the system do not depend on the direc-
tion in space, we can write the distribution function f(Eyx) = (Ny) which depends only on
the magnitude of k. We can then computing the rate of change df (E)/dt for all E at any
point in time, and update /() according to

7@ — e+ L, (18.3.1)

where dt is some small time interval, chosen such that the change of f(£) is small during
any one update.

The quantum Boltzmann equation has been used extensively in experimental physics (for
a review, see Snoke 2011). Figure 18.1 shows an example of the evolution of a population
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Solid lines: Energy distribution of excitons in the semiconductor Cu, 0 measured at various times following a laser
pulse with temporal width 2 ps and maximum intensity at time # = 0. Dashed lines: Solution of the quantum
Boltzmann equation for the time evolution of the population using a deformation-potential theory for
exciton—phonon scattering. The theory gives a Maxwell-Boltzmann distribution at all late times. From Snoke 1991.

of particles (excitons) inside a semiconductor. Modern ultrafast optics experiments can
resolve the energy distribution of these particles on timescales short compared to the time
to equilibrate. Therefore, we can observe the approach to equilibrium and compare it to the
evolution given by the quantum Boltzmann equation. As seen in this figure, there is a very
good fit of the experiment to the theoretical prediction of the quantum Boltzmann equation.
This theoretical prediction was found by setting the initial state to a peaked distribution
determined by the laser pulse in the experiment, and then updating the distribution in time
according to the procedure (18.3.1). Long after the laser pulse, the particles equilibrate
to a Maxwell-Boltzmann distribution, which we already have seen in Section 10.1, is the
predicted equilibrium distribution for a many-particle system at low density.

The numerical solution in this case leads to irreversibility —at all later times, the solution,
like the experimental data, remains in a Maxwell-Boltzmann distribution. This behavior
arises deterministically, which is to say, no random numbers were used in the calculation;
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the time evolution was found by evaluating an integral at each point in time. Given any ini-
tial distribution f(E) for all £, we can find the distribution at all later times ¢ this method.
This provides an important connection with the field of thermodynamics. Historically, at
the time of Maxwell and Boltzmann there was considerable debate over the “H-theorem,”
which says that a system far from equilibrium must approach equilibrium. Boltzmann justi-
fied this assumption using a statistical argument that was never fully accepted (contributing
eventually to Boltzmann’s suicide). The quantum Boltzmann equation gives a deterministic
evolution of the quantum wave function, however. There is no need to invoke the Born rule
for particle statistics at all.

18.4 Proof of the Quantum H-Theorem

The quantum Boltzmann equation implies Boltzmann’s “H-theorem,” which is the basis of
the second law of thermodynamics, namely, that entropy never decreases in a closed sys-
tem. We can define a semiclassical entropy (also known as diagonal entropy (Polkovnikov
2011) in terms of the distribution function of the particles. For classical particles, this is

S=—kp Y _(Ni) In(N). (18.4.1)
k

For fermions and bosons, this is modified to (Band 1955)

S= ks Y ((Ne) In(Ni) F (1 (N In1 == (Np))), (18.4.2)
k

where the upper sign is for bosons and the lower sign is for fermions. Assuming
conservation of the total number of particles, the time derivative of this is

05 _ N~ OMNK (M)
3 = kBXk: T 1n<1 - (Nk>)' (18.4.3)

Let us now compute the time derivative of (Ny) using the quantum Boltzmann equation,
for a specific choice of the interaction term. From the results of Fermi’s golden rule in
Section 14.1, which also apply to the quantum Boltzmann equation, we know that there
will be final-states factors of the form (1 + N) for bosons and (1 — N) for fermions, for
any interaction. For the case of collisions of two particles used in Section 18.2, this gives
us terms proportional to

{Niy ) (Nip ) (1 £ (Ni))(1 £ (i)

for collisions of two particles in states k; and k, ending up in states k& and &', and
proportional to

(Ni) (N (A £ (N D1 £ (Ni,)
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for the reverse process. This implies that the rate of change of the entropy is

s (Nk)
i —kp k;{zCln (W) [(Ni ) (Vi ) (1 £ (Ni)(1 = (Ni))

—(Ne) (N ) (1 £ (N (1 £ (N )] (18.4.4)

where C is a positive number that contains the system-specific details of the collision
process.

For any choice of the four states ki, k», k, and &/, the total of all terms in the sum
involving the same four states is

(1 ( (Ni) ) ( (Ny) ) ( (Nik) ) ( (Ni,) ))
n( =) g (R ) g (R ) gy (Rl
1 £ (Ng) 1+ (Ny) 1+ (Nk1> 1+ (Nkz)

X [(Ni ) (Ni ) (1 £ (N1 == (N)) — (N (N ) (1 £ (Vi (L £ (N, )]
hn ((Nk><Nk’)(1 £ (N )(1 £ <Nkz>))
(Niy Y (Nip )(1 = (Ni)(1 = (Nyr))
X [(Niy ) (Nip (1 £ (M)A % (Nie)) — (Ni) (N ) (1 £ (Vg )L (N )] (18.4.5)

If the in-scattering term in the square brackets is larger than the out-scattering term, then the
denominator of the logarithm is larger than the numerator, making the logarithm negative.
Conversely, if the in-scattering is less than the out-scattering term, the term in the square
brackets is negative. Since the whole sum in (18.4.4) consists of terms like this, the total
sum is less than or equal to zero, and therefore 0.5/d¢ > 0. This is the standard form of the
H-theorem.?

We know that quantum mechanics is time-reversible on the microscopic scale. Yet we
have derived an equation with irreversibility. How did the irreversibility enter in?

In deriving (18.2.12), we argued at several points that we could drop terms with “off-
diagonal” correlation functions, and keep only the information about the average number
of particles in each state, (Nj). The quantum Boltzmann equation solution method amounts
to setting all these correlation terms strictly to zero after each time step df. This amounts
to an erasure of information, which ultimately leads to the irreversibility in the system.

This loss of reversibility in the quantum Boltzmann equation is illustrated in Figure 18.2.
The system starts in state 1, in which we assume that all of the correlation functions with
phase information are strictly zero. The true evolution of the full quantum mechanical solu-
tion gives state 2, which has slightly nonzero values for these correlation functions. If this
state 2 were run backwards in time, the true evolution would take this state back to state
1. However, in the iterated quantum Boltzmann equation approach, we approximate state 2
by state 2/, which has all off-diagonal correlation functions strictly equal to zero. State 2’
then evolves to state 3/, which is a good approximation of state 3, the real state reached by
state 2. Thus, if we continue forward in time, we have a series of successive approximations
that are very good approximations of the evolution of the full quantum mechanical solu-
tion. If we evolve backward in time, however, our dropping of the correlation information

2 We have used a specific choice for the interaction term here, with two incoming particles in a collision giving
the same two particles in different outgoing states, but it is easy to show that any scattering process will lead to
the same result (see Snoke 2013 for one example).
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Approximation steps in the iterative method of evolving the many-body wave state using the quantum Boltzmann
equation.

means that the backward evolution will not be a good approximation of the real backwards
evolution. The tiny values of the correlation functions, which are dropped in the iterated
Boltzmann approach, carry information that is crucial for recovering the true time-reversed
behavior.

References

W. Band, An Introduction to Quantum Statistics, (D. van Nostrand, 1955), pp. 154, 162.

P. Bocchieri and A. Loinger, “Quantum recurrence theorem,” Physical Review 107, 337
(1957).

K. Jacobs and D. A. Steck, “A straightforward introduction to continuous quantum
measurement,” Contemporary Physics 47,279 (2006).

A. Polkovnikov, “Microscopic diagonal entropy and its connection to basic thermodynamic
relations,” Annals of Physics 326, 486 (2011).

D. W. Snoke, D. Braun, and M. Cardona, “Carrier thermalization in CuyO: Phonon
emission by excitons,” Physical Review B 44,2991 (1991).

D. W. Snoke, “The quantum Boltzmann equation in semiconductor physics,” Annalen der
Physik 523, 87 (2011).

D. W. Snoke, G.-Q. Liu, and S. M. Girvin, “The basis of the second law of thermodynamics
in quantum field theory,” Annals of Physics 327, 1825 (2012).

D. W. Snoke and S. M. Girvin, “Dynamics of phase coherence onset in Bose condensates
of photons by incoherent phonon emission,” Journal of Low Temperature Physics 171, 1
(2013).

D. W. Snoke, Solid State Physics: Essential Concepts, 2nd ed., (Cambridge University
Press, 2020).


https://doi.org/10.1017/9781009261562.020

Decoherence in Quantum Field Theory

As we saw in Chapter 18, decoherence is crucially related to irreversibility. We do not have
to just assume that decoherence occurs, however; we can compute it and show how it arises
in a unitary quantum field theory. To discuss coherence in quantum systems, we make use
of the density matrix, introduced in Section 14.3.1.

19.1 Density Matrix Formalism

278

The density operator in quantum mechanics is another way of representing the same
information that is held in the quantum wave function. It is defined as

p =¥l (19.1.1)

Like any operator defined in Section 11.1, it can be expressed as a matrix acting on a
complete set of states, with elements (V| p|¥,,). The elements of the density matrix can
therefore be written as

omn = (Yl P1Yrm) = (al¥) (Y 1¥rm),
=crc (19.1.2)

m-n>

where [,,) and |,,) are members of a complete set of states for the system, and ¢, and ¢,
are the probability amplitudes for occupation of those states. Since the diagonal elements
of the density matrix give the fractional weight of the individual states, the trace of the
density matrix must add up to 100%, that is,

Tp=> pm = leal® =1 (19.1.3)
n n

The time evolution of the density matrix can be determined using the Schrodinger
equation (ih)d/dt|y) = H|¥):

i = (@) o+ o (5o
37 =\ 5!V Wi+ | 5 Wl

1 1
= <.—H|1ﬁ)> Wl + 1¥) <—.—(1/f|H), (19.1.4)
ik ih
which is equivalent to
ap i R
3 = _E[H’ o1 (19.1.5)
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This is known as the Liouville equation.

The density matrix formalism gives us a natural way to account for coherent and inco-
herent populations. We distinguish between a system in a pure quantum state, which can be
written as a linear superposition of other quantum states, and one that is in a mixed state,
which consists of a random ensemble of pure states. In a pure state, there is uncertainty
in the outcome of a measurement if the state is a linear superposition of other states, and
this comes from the intrinsic uncertainty of quantum mechanics. A pure state can be called
coherent, since by a change of basis we could describe the system simply in terms of the
amplitude and phase of a single quantum state. In a mixed state, there is randomness due
to standard statistical uncertainty, such as thermal fluctuations or simple ignorance about
the initial state of the system.

In general, we suppose that there is some number of pure states that can be occupied
with probability P;, subject to the normalization

Y opPi=1 (19.1.6)

The density operator for the mixed state in this case will be the sum of the density operators
for all the separate pure states, weighted by the probability of being in each state:

p= Pip? = Pilvi)(il. (19.1.7)
i i
The probability of finding the system in state |, is therefore
D Pl P = Pyl ) (il )
i i

= (Yl O1¥n), (19.1.8)

that is, the diagonal elements of the density operator, just as in the pure case. Since the
density operator (19.1.7) is a linear superposition of pure-state operators, it still obeys the
Liouville equation.

Suppose now that the system is in a pure state that is a linear superposition of states
|Y¥m), |¥n), and so on, with amplitudes c,, ¢;,, respectively. The diagonal elements are
Pnn = |c,,|2, while the off-diagonal elements are pp, = c},cy.

Compare this to a statistical ensemble of states, each of which is a pure state |,,), and
the probability for each is P, = |c,|?, where the probabilities are chosen to be exactly the
same as in the pure linear superposition. If we look only at the diagonal elements of the
density matrix, we cannot distinguish between these two cases. The off-diagonal elements
in the statistical mixture, however, are

P = Y Piln V) (Wil m)

1
= leil*8nibim
i
= lcal*8mn- (19.1.9)

The off-diagonal elements of the density matrix are therefore good measures of the
“pureness” of the system, which can also be called its coherence.
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19.2 Correlation Functions in Quantum Field Theory

We can also generate a density matrix formalism for a many-body system in terms of
creation and destruction operators. Suppose that we define a pure single-particle state as
the superposition

1Y) = c1a}[0) + c2a|0) + -+ = Y cia]|0), (19.2.1)
i

where |0) is the vacuum (ground) state. Then if we define the density matrix element

Pn = (Wlal,a, V), (19.2.2)

we obtain
P = <<0| Zc;*al) ala, [ D eallo) | =che, (19.2.3)
i J

just the same as for definition (19.1.2). This allows us to write the operator
Pmn = @) an (19.2.4)

for the individual matrix elements.
One advantage of using this notation is that we can now define correlation functions for
a many-particle state with more than just two states. For example, if we write

W) = auln), (19.2.5)

where the |n) kets are all the possible pure Fock states, and the «,, are complex numbers
which the relative weight and phase of each, we can select out two states k£ and &/, and
define the generalized density matrix element

pew = Y o laan). (19.2.6)

nn'

If k = K/, this gives the average number in state k,

Vo) = > lanlP(nlajay |n). (19.2.7)

Therefore, the average occupation numbers of the states are also called the “diagonal”
elements of the system. If k # k', py - can only be nonzero if the weights of more than
one state |n') and |n) are nonzero, so that when the operators act on |n) to change it into
a different Fock state, that new state exists already in the total superposition of states. If
it does not, the term will vanish, because we assume that the eigenstates are orthonormal,
that is, (n'|n) = §,,/. This density matrix term with k # k" is called an “off-diagonal”
element, and is a measure of the coherence in the system.

Two states culled out for this off-diagonal element can be any two out of a great many; we
can treat these two as the system under study and the rest of the states as the “environment.”
We do not need to stop at correlations between two states, however. In a many-particle
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quantum state, there is an infinite number of possible correlations. For example, we could
write down a fourth-order correlation,

Pk k7 " = Z a;,an(n/|a,taz,ak,,ak,,,|n). (19.2.8)
nn'

As shown in Snoke 2012, this correlation function becomes nonzero whenever there is
a two-body collision term, which takes two incoming particles and turns them into two
outgoing particles in different states. There is no limit to how many operators we put into
a correlation function. However, if there are more destruction operators in the correlation
function than the number of particles in the system it acts on, the correlation function will
be zero, because a destruction operator acting on a state with Ny = 0 always returns the
value zero.

For these higher-order terms, we can also distinguish between “diagonal” elements,
which have all of the states the same (which, e.g., would make the term (19.2.8) return
the average value of (N,f)), and “off-diagonal” terms, which measure coherence between
multiple different states.

All of these correlation functions do not provide any additional information to what is
already in the full quantum wave function. They are simply ways of extracting various
subsets of information from that full wave function.

19.3 Time-Evolution Equations for Correlation Functions

of a Many-Particle System
|

Following a similar approach to that of Section 18.2, we write for a given off-diagonal term
(k # k'),

d{pii) = (il prw|¥e) — (Wil i 1¥i)
O OO — (Wil i 1¥7).- (19.3.1)

As we did for (18.2.5), we expand the time-dependent exponential operators as

m%m=M«F%AWMW+5?£W[wWMMWw)mAQ
1 [ 1 RN
X (1 +i71/0 V(ddt + W/o dﬂ/o dt”V(/)V(t”)+---) [i)
— (il i 1¥i). (193.2)
The lowest-order term is
(il (Prep () = Prea) Vi) (19.3.3)

the first-order terms are

1t/ ~ iy
Eﬁwmmm@wmmx (19.3.4)
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and the second-order terms are
1 [t ! . A
y= /0 dr /0 dt” (YilV (&) pree OV (A )Ni)
1 t t R R
‘ﬁfo d’//() dt" (il VYV piw (01 )
1 t 4 R R
—+3 /0 dr /O dt" Wil b OV ()P (") ). (19.3.5)

We cannot assume that gy commutes with Hy, as we did for N in the derivation of the
quantum Boltzmann equation, so we must keep all of the ¢//0// terms in the definitions of
the time-dependent operators for the moment. In the following sections, we compute each
order of the expansion (19.3.2) separately.

Zero-order off-diagonal evolution. As before, we write |1/;) as a sum of Fock states, so
that the zero-order term becomes

(i) Za,a (<n/|(elH°’/ﬁpkk/e IHO’/ﬁ|n>—<n/|/3k,k/)|n>). (19.3.6)

Applying the time-varying exponential factors to the Fock states gives us

diprp) =Y alon(@FE — 1| oy g |m)

nn'

it N
~ 3 (Ex = Ex) Y ey | e ). (193.7)

nn'

Applying the action of Hy, this is then, for small ¢ = df,

. .
(i) = %<wi|[Ho,ﬁk,k/]|1/fi>. (19.3.8)

This has the opposite sign of the Liouville equation (19.1.5), because it is an equation for
the elements of the density matrix, not the evolution of the whole density operator.
First-order off-diagonal evolution. If n’ = n, this becomes

,1 [ A A A R
dps) Z o 2 = / dt (1| (01 e HOU— B githol [
0
_elH()l‘ /h Ve_iH(’(t/_t)/h,ﬁk,k/e_iHot/h)|n)
t
_ Z lan|2.lei(Ek—Ek;)t/h/ di (n_| M0 I =it /1y
" ih 0
_<n|eiH()t//h l>e—iH0[,/5|n+>)

1 . ! : / A N
= Yl P BB [ BB (D) — P, (1939
0
n
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where |n.) and |n_) are the Fock state |n) with one particle removed from state " and
added to state k, and vice versa; in the last line, we have used the fact that the interac-
tion term ¥ must undo whatever changes the density matrix element has made. The time
integral can be resolved as

. t o . —iwt __ 1 1— iwt
oot / gt et =gt T _TT¢ (19.3.10)
0 —iw —iw
The first-order term therefore becomes, for a small time interval 1 = dt,
d . i 2 A
—(Bew) = & Z lal* (L7, s lm). (19.3.11)

If ' # n, then this term will involve higher-order correlation functions with more than
two creation and destruction operators. We make the assumption that we can consider
correlation terms in a hierarchy, with higher-order correlation functions treated as small
compared to lower-order correlation functions. This then allows us to write

d . P
—bri) = %(%I[V, i llv), (19.3.12)

similar to (19.3.8).
Second-order off-diagonal evolution. We now proceed to the second-order terms
(19.3.5). We can write the interaction generally as

=Y dll4a; (19.3.13)
ij,q

where [4,] is some set of operators that give an interaction with the environment, and a}r
and a; are creation and destruction operators that act on the states of interest. Terms with
i # j correspond to 77 processes, since they deplete the initial state, while terms with
i = j corresponds to pure 7> processes. Since ¥ is Hermitian (real-valued), there must be
balanced terms, with one term in the sum having exactly creation and destruction operators
with the opposite action as those in another term. To resolve the terms (19.3.5), we will
select only those cases in which some term in ¥(#') undoes the action of the term from
I7(t’ "). If that were not true, we would once again have higher-order correlation functions,
which we assume are small.

If /() undoes whatever changes have been done to |;) by V/(#), then each of the three
terms in (19.3.5) gives a factor ¢’ =" To resolve the time integrals, we note that, in
the first term, ¢ and ¢’ are integrated from O to ¢ separately, while, in the last two terms, ¢/
is integrated from O to ¢, but ¢’ is integrated from 0 to #. This latter case can be related to
the former by writing

/[dt//[dt// oot gt _ /tdt//t at’ et =" + /tdt///[ dr &=
0 0 0 0 0 0
(19.3.14)

By a switch of variables ¢ — ¢, " — ¢, the second integral becomes the complex conju-

gate of the first. If we assume that there is a nearly continuous sum over states in ¥, which
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leads to the rest of the integrand being nearly constant near @ = 0, then the imaginary
terms will vanish since they are odd in w. The two terms on the right are therefore equal,

/dl/ dt// iot fla)t /dl / dt// iot ,,w,

= EZnt«S(a)) (19.3.15)

so that we have

where, in the last line, we have used formula (14.1.10) from Section 14.1. We then take ¢
equal to some small interval dt, which gives us

d 27 Aoon LA 1. ~a -

d—<pk,k'> = (Wil(ViorV — =VVhiw — = bk VV) 1Y) S(E), (19.3.16)
t h 2 2

where E is the sum of the changes in energy brought about (and then undone) by the

interaction 7; the 8-function enforces energy conservation in these changes. The term in

the square brackets is known as the Lindbladian operator for the time evolution.!

The zero- and first-order terms (19.3.8) and (19.3.12) both give a pure phase precession
of the density matrix, since for a real-valued (“Hermitian”) interaction v, they give terms
for the time evolution that are purely imaginary. The second-order term here can give a
change of the amplitude of the density matrix elements, which means that phase coherence
can either decrease or grow in time.

Decoherence. Let us take a specific case of an interaction energy which is proportional
to a number of particles in state k¥ which is one of the states sampled by the gy operator.
For example, this might be the occupation number of the upper state of a two-level electron
system modeled by the Bloch sphere. We take i = j in the terms of v, corresponding to
a pure T, process, and assume that all the other operators in [4,] commute with oy /. We
then have

t doathe - Lazgt 1otz
> 1] 4] (M N — 5 Niay — s ) ap. (19.3.17)
q

Taking the expectation value then gives

N 1 1
Z |Aq|2 ((Nk + 1)Nk - E(Nk + 1)2 — §N1§> (aZak/)

q

1 ~
q

for both fermions and bosons. The calculation for the ay in pry gives the same result.
Since the pair [Aq]T[Aq] does not change the state, but only gives a numerical factor, we
therefore have, for k # &/,

1 If the interaction term ¥ commutes with H), then the second-order integrals in (19.3.5) will not have any
oscillating terms, and therefore will simply be proportional to 2, corresponding to the square of the first-
order term (19.3.4) in the exponential expansion. Thus, to obtain the dissipative behavior generated by the
Lindbladian, discussed in the following, it is crucial that the interaction 14 couples the system of interest to
other states.
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dpry) . 27 20/
T (Ok ') 7 Eq |[A4178(E)
(P
= ——. 19.3.1
- (19.3.19)

This gives an exponential decay of any off-diagonal correlation terms, proportional to an
interaction rate in the same form as Fermi’s golden rule. The same can be shown to occur
for higher-order correlation terms (Snoke 2012). Therefore our assumption used earlier, in
deriving the quantum Boltzmann equation and elsewhere, that the off-diagonal correlation
terms are negligible, is self-consistent.

As we will see in Section 21.1, however, processes that lead to a macroscopic influx
of particles into a state can lead to the reverse effect, an increase of phase coherence, for
boson systems. Our assumption of strong decoherence will break down in that case, that
is, in the case of superconductors, superfluids, and large classical waves such as sound and
light waves.

19.4 Quantum Trajectories
|

The quantum trajectories method is based on the time evolution of the density matrix of
a system. In Section 19.3, we derived the time evolution of a correlation function, which
could be viewed as an off-diagonal element of a density matrix. Here, we will start by
deriving the time evolution of the full density matrix itself. The recipe for the quantum
trajectories method is given in Section 19.4.2. Much of the material in this section follows
the useful review of Daley (2014).

19.4.1 Derivation of the Time-Evolution Equations for the Density Matrix

As a specific example, we suppose that we have a single two-level system that couples to a
larger environment. We write the initial total wave function as

[¥) = (aoll) + Bol2))lenv), (19.4.1)

where |1) and |2) are the two states of interest, « and 8 are complex coefficients, and |env)
is the full many-body state of the larger environment.

After a short time of interaction with the environment, we can in general write the state
of the system as

[¥') = a|l)lenvi) + B|2)|env2), (19.4.2)

where the environment coupled to the two states after the interaction can be different;
because the time evolution is unitary, we still have |«|?> + |8|*> = 1. However, the environ-
ment can be assumed to rapidly equilibrate. We can write the state of the environment in
equilibrium as
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lenv) = Ze"%ynm), (19.4.3)

n

where ¢, is some random phase factor, and y, is a real-valued weight factor given by the
equilibrium occupation of the eigenstates 7,

1
Vi =Pn) = Zetrlel, (19.4.4)

and Z is the partition function from statistical mechanics. We therefore can write

W) =all) > e yaln) + BI2) D &P yuln), (19.4.5)

where the phase factors ¢, ¢, depend on the history of the interactions.

Averaging over the environment. If we want a particular correlation function (p12) =
(a}La2), as defined in Section 19.2, we can write this by inserting a complete set of
eigenstates |/) as

Wbl =Y W Iy
)

= > {Upr2lv' ' Il)
!

=Tr il ) (¥l (19.4.6)

This is known as taking the trace of the system; that is, summing over all the diagonal
elements of the density matrix.

Suppose now that we do a partial sum only over all possible eigenstates |n) of the
environment. We write

> mlpualy) ') = Y (nlpraywlnYee 1) + B |2))

x(e* e (1] + B0 2y (n|n)
= P12 Y Pn) (" 1) + Be® [2))((@e)* (1] + (Be™)" 2] )

= p12 ) P(m) (all) + BI2))es (1] + B3 121) . (19.4.7)

Note that the sum in the last line has the same form as the mixed state (19.1.7), that is, a
sum of pure states with |a,|?> +|8,|> = 1, weighted by the probability P(n). Although there
has been unitary time evolution, the coupling to the large, random environment makes the
system essentially a statistical mixture. Tracing over the environment therefore reduces
the problem from a sum over the vast number of possible environmental states to just a
mixed density matrix for the two states of interest. If the phases ¢, and ¢, are completely
randomized, then the sum for the off-diagonal terms will average to zero, and the density
matrix will have only diagonal elements.
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Taking the trace over states |1) and |2) in (19.4.7) will give us the correlation function for
these two states. We can therefore generally write for these two states the reduced density
matrix

Br=">_Pn) (el 1) + BI2)Ni (1] + B521), (19.4.8)

where the sum is over all the environmental eigenstates.

Lindbladian for the density matrix operator. We now write down the time evolution
for a density matrix operator. We adopt the interaction representation, introduced in Sec-
tion 11.4, with [y;) = e~#0!/7|y(£)). As in previous sections, we evolve the wave function
forward in time a short amount, and then determine the rate of change to get the time
derivative. We write

dp = Y)Yl — [¥o) (Yol
_ e_iHot/ﬁ|‘¢‘([))(Ip([)|eiH0t/h —p, (19.4.9)

for some small time step dt. We then use the expansion (14.1.5), which gives us, to second
orderin V,

dp = e O) (Y @)l —

4 1 (", - 1 ! v
__ —iHyt/h - / / / /" / " N
= ¢ Ho (1+ih/0dt V(t)+—(ih)2/dt/ i’ vy + )p
( ——/ dr V(t)+(h)2/ dt/ dt" V(W) + - )eiﬂof/h_ﬁ.

(19.4.10)

For the lowest-order term, we take the short-time approximation e~#0%/" ~ 1 — (i/h)H,
which gives us

dp = —%[Ho,ﬁ]t, (19.4.11)
that is, for ¢t = dt,

dp i

2 _ _Liny, pl, 19.4.12

L =~ [Ho. ) (19.4.12)

which is the same as the Liouville equation (19.1.5) derived previously, in the absence of
interactions.
The term which is first-order in ¥ is

1 Lo A
dp = —e~ Mt f dt [V (t'), ple™/n, (19.4.13)
l

Taking the same short-time approximation for each exponential phase factor, we find that
the leading-order term, proportional to ¢, gives us

dp i
7,5l 19.4.14
7 h[ 0] ( )
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Finally, the second-order term is
A —iHot/h 1 t/ : 11 T INTF N A A T INTr( )
dp =t [ ar | ar (V(t)V(t o+ p () ))
(ih)* Jo 0

1 t t R R .
~ / dar / ar’' v(t)p V(t”)) Motk (19.4.15)
1 0 0

This term will give a time evolution analogous to (19.3.16), used in Section 19.3.
Interaction with the environment. We now choose a specific interaction, for the two
states of interest, in the Lindbladian (19.4.15). We write

=34, (alasa, +alaal). (19.4.16)
q

We can think of a; as giving the emission of a photon (or phonon) which escapes into the
environment.

We perform the partial trace over the environmental states |#), and insert a sum over a
complete set of states, which gives us for the first of the three terms in (19.4.15)

Lo o
S [ [ P m i

! t / ’ /" D INTr (4 ~
_Xn:(iﬁﬁfo dt/O at" (n|VE YV @")\n)(nlpln), (19.4.17)

where in the second line, as in Section 19.3, we have kept only second-order terms in which
one term of / undoes the action of the other term, so that we are not left with higher-order
correlation functions, which we assume are negligible.

Picking an explicit term of V,and assuming no stimulated transitions, we then have

1 t t o . 7
S5 b [ [
n.q
x ™ dzaiayal)e 0" ) (nl p1n)

1 ! 4 P S _ M K R
= Z (ih)2/0 dt//o df’ SDE t)/h|Aq|2(a;al)(alra2)Z<n|p|n)
a n

2t 1 + .
= | == 3" 14, P5(AE) E(a}“az)*(a}“az)pr, (19.4.18)

h
q
where we have resolved the time integrals into an energy-conserving §-function as in
Section 19.3, and p; is the reduced density matrix of (19.4.8).
We can then take t = dr — 0, so that we finally have

dpr
dt

2 1 .
= | = D_q’8(AE) Ecizcn,or, (19.4.19)
q
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where we have defined ¢y = aia2 for the transition between states 1 and 2. The term in the
square brackets is just the same as what we would have gotten from using Fermi’s golden
rule for the transition rate from 2 to 1. In other words, we can view this process as summing
over all possible photon emission processes with photon momentum gq.

It is easy to show that the second term in (19.4.15) gives the same result but with the
different ordering ﬁrc;zcn- The last of the three terms is

- Z o f dt f de’ (nl o 1) (19:420)

For the same photon emission process, we pick the terms from the interaction Hamiltonian
that give

B Z Z(h)zf dr / i’ g | n|elH0t/haTa a, iHOt’/hln/)
l

n n/ n// q

xp (n"|eMh!" M} aya et P ). (19.4.21)

In this case, the environmental state ) must have one more photon than the state |n’) or
|n”"). Following the same logic as for the first two terms gives the result for this term,

dpy
dt

2 s
=-| = D " 144P8(AE) | ¢ phict. (19.4.22)
q
The final total result, adding all the terms up to second order, is then

% = h[Ho + 7,01+ Z (1 e, pr+ ;pr e, — cmﬁ,cjn) ., (19.4.23)
where ¢, can refer to the transition between states 1 and 2 in either direction, and t,, is the
Fermi’s golden rule transition time calculated for each process. This is another version of
the master equation, for a reduced density matrix.

Effective time evolution equation. Result (19.4.23) can be further simplified by writing
the Schrédinger equation in the general form

—|w, = (ReH—zImH)lwt (19.4.24)

The imaginary term will lead to nonunitary time evolution; namely, the amplitude of the
wave function will decay. This makes sense if we assume that we have focused our attention
on just part of the total wave function of the system, and that part loses amplitude while
other parts gain.

The time evolution of the density matrix is then

9 Nz 5
a|%)(¢t| = <&|1ﬁz)> (el + 1) (a—t(¢z|>

1 1
= —(Re H — ilm H)p — — p(Re H + ilm H). (19.4.25)
1 1
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We can therefore rewrite (19.4.23) as

dpy
dt

i ~ -
= —(Hen 'p— DH, )+Z Cplor Ch s (19.4.26)
with
Her=Ho+ V — = Z —c (19.4.27)

Tm

19.4.2 The Quantum Trajectories Recipe

The time evolution of the density matrix given by (19.4.25) allows us to define the process
for computing quantum trajectories. Since we are only concerned about the density matrix
of the two states of interest, we write the wave function | (¢)) = a(?)|1) + B(?)|2). The
quantum trajectories method is then the following:

e Evolve the state forward in time using the effective Hamiltonian of (19.4.24), using the
Schrodinger equation for a very small time interval dt:

W (t+ dt)) = (1 — iHegdt)| Y (2)). (19.4.28)
e Compute the change of weight of this state dp, according to

(Wt + dn)ly(d + di)) = (YOI + iHgd)(1 — iHegd?)] Y(1))

~ 1 —i(Y(®)|(Hefr — Heff)wf(t)
=1—dp. (19.4.29)

The change dp will be nonzero because the Hamiltonian has a part that corresponds to
decay. From our definition of Hg, we have

d
=Y don =Y o Ok, W), (19.4.30)

where the processes m are all possible transitions including loss to the environment, with
the associated rates 1/1,,.

e Pick the next state randomly according to the following rule: With probability 1 — dp,
renormalize the state to have its original weight:

W+ di)) — M; (19.4.31)
—ap

and with probability dp, apply the action of one particular interaction operator cy,:
Cm| Y (1))
Vdpu(tm/dt)

where a specific choice of m is chosen out of all the possibilities with probability dp,,/dp.
To see that this recipe gives the same average evolution as (19.4.26), we write the
reduced density matrix

¥ (1 + db)) — (19.4.32)

p12(0) = Y (@O)N Y D). (19.4.33)
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The statistical average of this density matrix after a short time df will then be given by the
sum of each of the two possible outcomes, multiplied by the probability of each:

[t + d) (e + o)
Ji—dp J1—dp
T

d, t t

+dp2(ﬂ> cmlb@) (Y Olem (19.4.34)
dp \/dpm(fm/dt) \/dpm(fm/dt)

Substituting (19.4.28) for the wave function after the time interval dt, and canceling the

various factors in the numerators and denominators, we have

dt

Tm

A+ di)y = (1 — dp)

pralt +di) = pio(t) — idt(Herrpr2(1) — H(OH ) + cnprach, (19433
m
which gives just the same evolution as Equation (19.4.26).

The action of the operator ¢, on the state |(¢)) in the last step of this recipe is a type of
collapse. For example, if the state is [{) = «|1)+B]2), where |1) and |2) are single-particle
fermion states, then the action of ¢, is

cml¥) = aiazlw) = B|1). (19.4.36)

This corresponds to a definite transition from a superposition to state 1.

As discussed in Section 6.4, the quantum trajectories method shows that having a sys-
tem in which spontaneous collapses of the wave function occur randomly in time in a large
system is far from an unheard-of hypothesis; it leads to tractable calculations that agree
with real experimental results. Since all the detectors we have involve fermions (namely,
electrons), fermion collapse into energy eigenstates would be sufficient for detection
results.

Note that nonlocal collapse is automatically accounted for in the quantum trajectories
method. If a two-particle state is [¢) = «|1)|1) + B|2)|2), where the two states in each
product are for electrons in different detectors, then a single operator ¢, acting on one of
the electrons will force a collapse into either |1)|1) or |2)]2).
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of Fermion States

One could simply posit that the quantum trajectories process described in Section 19.4,
which is normally taken as a computational method, actually occurs in reality: with a prob-
ability proportional to the dephasing rate, project each system onto one of its eigenstates
via a definite transition process. One can go further, however, to write down equations that
give a physical mechanism for this. This chapter reviews recent work in Snoke 2021, Snoke
2022, and Snoke and Maienshein 2023 which flesh out such an approach. As discussed in
Section 6.1, this requires explicitly nonunitary terms.

When relativity is taken into account, we must specify the rest frame in which to define
the eigenstates. Section 20.5 discusses how we might go about choosing this.

20.1 Hypothesis of Nonunitary Behavior of Quantum Fields

292

One can create a model for spontaneous collapse using the Bloch sphere model summa-
rized in Section 14.3, which has three equations that describe the motion a vector pointing
to a location on the sphere. This model treats only a nonunitary term in fermionic states,
not bosonic states. In this model, the top of the Bloch sphere corresponds to the fermion
state N = 1, that is, “occupied by a fermion,” and the bottom of the sphere corresponds
to N = 0, that is, “unoccupied.” As discussed in Section 13.1, these two states need not
be associated with billiard-ball-like particles, but can be seen as two resonances of the
underlying field.
The Bloch equations for a two-state system in the rotating frame are

oy .

— =l

ar

U

8—12 = —&U, — wrUs

U

a—: — wrUs, (20.1.1)

where we have assumed that there are no external irreversible processes described by 7
and 7T>; instead, an irreversible process will be represented by an explicit sequence of ran-
dom phase shifts. There is no external coherent driving term, and therefore the detuning
o would normally be zero, but the effect of random phase shifts due to the environment is
accounted for by a fluctuating value of @ centered around @ = 0.
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Although there is no driving field, an effective Rabi frequency wg is introduced here,
which gives the nonlinearity hypothesized in this model. The nonlinearity is introduced by
giving the Rabi frequency a dependence on the values of U; and U, which depends on the
rate of change of rotation speed in the U; — U, plane:

wr = a|UL|f(9), (20.1.2)

where « is a constant parameter which sets the timescale, |U, | = ,/ U12 + U2, and f(¢) is
some function of the acceleration of the angle ¢ in the U;-U, plane. The factor |U | | makes
the points U3 = +1 act as “attractors,” because wg vanishes there. The dependence on qb
makes the system responsive only to time-dependent fluctuations, which are characteristic
of an inhomogeneous system. This implies that real “lumpiness” of the system is required,
for example a collection of localized atoms, which have a natural size, as discussed in
Sections 3.1 and 9.5.

The value of ¢ is assumed to be subject to random accelerations. For the numerical
simulations of Snoke 2021, the time evolution was broken into a series of time steps d,
and within each time step, the value of / was picked with a probability given by the Lorentz
distribution,

1 ¥y

e
where y characterizes the width of the peak. Figure 20.1 shows typical results of a numer-
ical model for random motion of the Bloch vector in the limit of y <« 1; nonlinearity
and random noise cause a superposition of two waves to pop into one or the other of the
two states. In these plots, the two distinct states of the fermion are assigned the numbers
1 and —1, and numbers between these two limits correspond to superpositions with more
or less weight of the two individual states. As discussed in Section 2.4, and presented

P(f) = (20.1.3)

0.5 M
1,000 2,000 3,000 ¢ 4,000
-0.5

1,000 2,000 3,000 4,000

Examples of random walks that end up in one of two states (corresponding to 1 or —1) due to noise acting on
nonlinearity. The horizontal axis gives the elapsed time #. From Snoke 2021.
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mathematically in Section 13.1, the two allowed states of fermion fields, which are typi-
cally thought of as “a particle existing” and “a particle not existing,” are just two different
resonances of the field. This model gives a random probability of popping into one state
or the other in agreement with the Born rule when there is strong decoherence (large fluc-
tuation of ¢), while it leaves the system in an unchanging superposition when there is no
environmental decoherence.

Verification that this system reproduces Born’s rule was done by running the numerical
solution many times for the same initial conditions but different random values of f, for
different starting points given by Uz = cos 8y, U, = sinby, and U; = 0. By Born’s rule,
the probability of a measurement of £1 should be equal to

1 + U3(0)
e

P(£1) = (20.1.4)

The statistics of the # — oo value of Uz of many numerical solutions for each initial
condition were found to agree with this rule for a sufficiently large number of random
phase accelerations.

The Lorentzian probability of phase accelerations given in (20.1.3) can be justified in
various ways; the simplest is simply to take note that an exponentially decaying correla-
tion function of fluctuations in time corresponds to a Lorentzian power spectrum of the
fluctuations. But the result found here is not sensitive to the exact form of P(f); other
peaked functions such as a Gaussian distribution or stretched Lorentzian were also used in
the numerical model, with the same results. It can be proven mathematically (Snoke and
Maienshein 2023) that any random walk with steps that are small compared to the total
range of U3 will give the same result of the Born rule.

20.2 Action on Superposition States
I —

The full many-particle state of the system can be written as |¢) in the form (18.2.8), as a
superposition of Fock states. The outcomes of the random walks discussed in Section 20.1
amount to applying the following rule: Within a time df, with probability d¢/t where 7 is
the decoherence time for state &, perform a jump on fermionic eigenstate n according to:

e With probability (Ny) = (1ﬂ|ajlan|1p), apply the operator N, to the many-particle state
|), to force N, = 1, and normalize the overall amplitude of the resulting state so that
Wly) =1. ) )

e With probability 1 — (N, ), apply the projection operator (1 — N,) to force N,, = 0, and
normalize the resulting many-particle state.

Consider the case of an electron with two available states, |1) and |2), as in Sec-
tion 19.4.2. If the electron is initially in state |2), we can write this as a§|0), where |0) is the

vacuum state. After an interaction with the environment that allows for photon emission,
the state becomes

) = <a +3 ﬂma;rna;f@) a}|0) = waj|0) + > Buala}l0), (20.2.1)
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where B, is a complex amplitude factor for each process of emission of a photon into some
state m, and « is the complex amplitude factor for not emitting a photon. If the ground state
jumps to having N1 = 1, we apply N to the whole state, which gives

W) =Y Bualall0), (202.2)

which must then be normalized to give ('|y’') = 1. The state now definitely has a fer-
mion in the state |1), and a superposition of all possible emitted photon states m. Energy
conservation is not violated, because the photons have the energy that was lost by the
electron.

In the future evolution of the system, these photons may encounter other fermionic
states, leading many fermion eigenstates (e.g., the electron states of many single atoms)
to be in superposition states. At that point, strong decoherence of any one of them can lead
to a jump that collapses the whole state to a photon hitting just one atom.

In the quantum trajectories approach of Section 19.4, a jump of an electron corresponded
to an average over all photon emission processes, after which the photons were lost in the
unchanging, equilibrium environment. Here, we could in principle keep track of the exiting
photon superposition, but the effect on the original electron is the same.

As a second example, consider the case of a radioactive nucleus decaying, leading to a
cloud chamber track like one of those shown in Figure 3.1. The radiative process that cor-
responds to particle emission initially creates a symmetric, spherical wave emanating from
the nucleus. This wave propagates at first with no decoherence. When it enters the cloud
chamber, it encounters a large number of fermions (electrons) in the atoms of the cloud
chamber, and puts the system into a superposition of all of these atoms being excited.
These “hot” electrons have strong decoherence due to their interaction with their environ-
ment due to collisions. Therefore, the mechanism of Section 20.1 gives an instability for
the electrons to pop into a nonsuperposed state. When one of the excited electrons commits
to an excited state, it projects all the other excited electrons in the superposition into their
nonexcited states, and the energetic particle from the nucleus is projected into its state of
having excited just that one electron, via the number-operator recipe given at the beginning
of this section. This is another example of a nonlocal correlation, because all the electrons
in the superposition are projected out by the jump of any one of them.

20.3 Implementation in Quantum Field Theory
- ___________________________________________________________________________________|

In Section 20.1, we considered a simple Bloch sphere model for the superposition between
an occupied and unoccupied fermion state. Here we show how to introduce this action
explicitly into many-body field theory.

In general, the state in which a fermion could be either present or absent in a single-
particle state can always be written as

[Vior) = a|¥0)|0) + Bly)(1), (20.3.1)
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where |0) and |1) are the unoccupied and occupied fermion states of the localized state n
of interest, o« and B are complex c-numbers normalized by +/|a|? + 8|2 = 1, and [¢)
and |11) represent the many-body state of the rest of the system, which are orthogonal and
normalized. The states |y/9) and |y) will always be orthogonal because they have different
total numbers of fermions, and total fermion number is conserved. For example, suppose
we have a many-body state which is a sum of three Fock states,
1

V3
in which a single fermion can be in one of three single-particle states. This can be written
as

(10,0,1) +10,1,0) + [1,0,0)), (20.3.2)

1 2 (1

—10,0)|1 —{—(0,1 1,0)) | |0). 20.3.3
ﬁ")|>+\/;<ﬁ(|’>+|’))>l> ( )
In this case, « = +/2/3 and 8 = /1/3.

The vertical component of a vector undergoing Rabi oscillations on a Bloch sphere
representing superpositions of the occupied and unoccupied state can be written as

Us = |BI* — la]® = cos wgt. (20.3.4)
The constraint of normalization means that |a|? + |8|> = 1, which implies

218> = 1 = cos wpt

1 y
B = 5(cos wrt + 1) = cos” “’TR (20.3.5)
The time derivative is then
912 = 208128 — o cos PR sin PR — _opipl/1— 1812
ot o ar R 2 2 - Uk

d
% = —wpy/1 — |B|? = —wg|a|. (20.3.6)

The constraint of normalization implies

9 2 2
o | 2B _
ot at
0af 1Bl
—_— — =0, 20.3.7
lex| Y + 18] Y ( )
and therefore
dlad _ 1Bl 31BI
at || Ot
ZQ)R@ 1— |82
||
18] /
:le—Iﬁlz 1—|BI? = wrlBl. (20.3.8)

The magnitude of 8 is extracted from (20.3.1) by
1B = Yot Naltrior) = (V). (20.3.9)


https://doi.org/10.1017/9781009261562.022

297

20.4 Comparison to Weak Measurement Theory

Therefore, Rabi oscillations between the two states of (20.3.1) will be given by

9 _da B
5, Vo) = == 1¥0)[0) + == 1Y) 1)

- wR%dnaantot) - wR%a Ve)- (203.10)

In other words, Rabi oscillations between these two states can be induced by adding a term
to the Hamiltonian given by

. V(W) R 1= (Np) .
H = ihwg | —F=—=—=(1 = Ny) = —=——N, | - (20.3.11)
1 —(Ny) (Ny)

As shown in Section 20.1, the states with pure (N,) = 0 and (N,) = 1 can be made into
attractors by multiplying the rate of Rabi precession by the value (Ny) — (Ny) > , which is
proportional to the magnitude of the horizontal component U; = ,/1 — U32 in the Bloch

sphere model, since U3 = Z(Nn) — 1. This term is equal to zero for both (Nn) = 0 and
(N,) = 1, with a maximum at (N,,) = % Multiplying (20.3.11) by this, and summing over
all states, we have for the full nonunitary term

Honuiny = 3 o (W1 =8 = (1 = W), )
- Zzhan ( Ny =& ) (20.3.12)

where wg, depends on the fluctuations of the frequency w,, which in Section 20.1 we
connected to a function f (¢n), which had random fluctuations due to time-dependent inho-
mogeneities. Thus we have, in the end, an appealingly simple term to add to the Schrodinger
equation. Although it is nonunitary, its time average is unitary, if time average of the
fluctuations is zero.

20.4 Comparison to Weak Measurement Theory
|

The action of the nonunitary operator (20.3.12) resembles an early proposal by Gisin
(1984). Later, Gisin and others argued that this form of nonlinear term in the Schrodinger
equation, and other, similar nonlinear terms intrinsically imply the experimental prediction
of superluminal communication (Gisin and Rigo 1995). Their argument was based on anal-
ysis of the density matrix; in terms of the Bloch vector for a two-state system discussed
in Section 20.1, it was argued that a Bloch vector with nonunit length would increase its
length as it became a pure state, and that this change could be detected at a spacelike
distance by observation of other states entangled with this state. However, in the process
proposed in Sections 20.1-20.3, there is always only a rotation of pure states on the Bloch
sphere (albeit these states may be very complicated, involving the whole environment), so
that the Bloch vector for the full wave function (20.3.1) always has exactly unit length.
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Therefore, this operator always gives the same projections as standard measurements in
quantum mechanics. This can be seen by comparing this model to the predictions of weak
measurement theory and continuous measurement theory (for reviews, see Oreshkov, 2005;
Jacobs and Steck, 2006; Clerk, 2010)

Consider the following scenario of weak measurement, following the model of Tamir
and Cohen (2013). At time ¢ = 0, the initial state is

V) =l19) X =0), (20.4.1)

where |X) is the state of an external detector with a center-of-mass value at X (e.g., the
position of a needle in a meter), and |¢p) = «| — 1) 4+ B]|1) is the internal state that is in a
superposition. The external state in general has position uncertainty in a Gaussian,

1X) = / dx e~ O—X7/20% ) (20.4.2)

where |xg) is a state of the external detector at exactly xo.
At ¢t = 0, a weak interaction of the system with the detector is turned on briefly, of the
form

V =gS.P, (20.4.3)
where S, = }2102 is the standard spin operator (o; is defined in (13.2.5)), P is the momentum

operator of the external center of mass X, and g is some small number. After a short time
dt, the state of the system is

|w/> — |w> +gdt/dx|x> <_aiex2/zg2| -1 +ﬂiex2/202|1)>
0x x

X X202 X 252
=|1ﬂ>+gdt/dx|x) (a—ze /2 |- 1)~ e /2 |1>)
o o

dt dt
- /dx|x>e*x2/2“2 <a (1 + xg—z) - 1) +8 (1 - xg—2> |1>)
o o
~ / dxlx) (ae—(x—gd’>2/2”2| )+ e—<x+gdf>2/2"2|1>). (20.4.4)

The last line is commonly used in discussing this scenario, but we will stick with the third
line.

We now do a strong measurement of the external detector to collapse it to a definite
value x = xo. Defining df = xgdt/o? <« 1, the state of the whole system is then

1
= L+df) — 1) + B — df)|l
VI T arrpra g oo I DA

1
- L+df)l -1 1 —df)|l
Tt 2mrar —apeg T DA A=) o)

~ (1= lafdf + 1814 ) @1 +d)| = 1) + B —dD) Ixo).  (20.45)
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The change in time is then
dl) = 19") = 1) = gdixo ((l — o + B = 1) = B(L+ ol = 1BAID) o)

= gdrxo (1812 = laP)el = 1) + BI1) = (—al = 1) + BI1) ) Ixo)
= gdxo((Sz) — S2)|p)xo)- (20.4.6)

We have thus obtained a nonunitary operator exactly of the same form as (20.3.12), because
the S, operator acts just like the N, operator on two states; the nonunitarity arises in this
case from the fact that measurement is an intrinsically nonunitary process.

If the variance o is large, then x is equally probable to be positive or negative. Therefore,
it we apply the same process of weak measurement multiple times, each time allowing the
position of the needle in the detector to gain uncertainty due to normal wave spreading, and
then doing a measurement of the classical center of mass of the needle, we get a random
walk that is exactly equivalent to the results discussed in Section 20.1. This is another type
of “quantum trajectory.”

Since we know that the experiment described here is physically possible, we can view
this theory as a template for a spontaneous collapse model, taking the “measurements” as
representing some intrinsic nonunitary effect in the physical world that does not require
human observers. In the latter case, we can simply adopt the perspective that the operator
(20.3.12) is fundamental. In that case, all “strong” measurements are simply the £ — limit
of the random walk prescribed by repeated application of this operator. (As discussed in
Section 20.1, we know that these random walks give the Born rule for the average of
the outcomes.) Since the prescription of weak measurement theory is based entirely on
standard quantum mechanical measurement theory, which does not allow superluminal
communication (though it does allow nonlocal correlations), we know that the action of
the operator (20.3.12), applied with random fluctuations of direction, also cannot give any
predictions that allow superluminal communication. For more discussion of the possibility
of superluminal communication, see Appendix A of Snoke and Maienshein 2023.

20.5 Relativistic Considerations
1

If we considered just one rest frame of the system, then the nonunitary operator (20.3.12)
solves the measurement problem: it gives us nonlocal, spontaneous collapse in agreement
with the Born rule. However, when we take into account special relativity and look at the
system in different moving frames, we are confronted with questions of narrativity, that is,
of how to have a consistent story of “what really happened” that different observers can
agree on.

As discussed in Section 6.6, when two events are correlated nonlocally, it means that
either one of them could be viewed as occurring first, in some reference frame. This doesn’t
create a problem for the final outcome, because the joint probability of both events is
the same in every rest frame. To see this, suppose that we send out a light wave from a
single source such that the wave intensity on one detector is 75% and is 25% on a second,
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space-like separated detector. In one rest frame, we view the first detector as triggering
with probability of 75% to detect a particle, thereby collapsing the other detector to not
detect a particle. In a different rest frame, the second detector triggers first, to not detect a
particle (i.e., definitely have a fermion in the number state 0), with 75% probability, thereby
collapsing the other detector to definitely detect a particle. The outcome is the same in both
cases, with the same probability.

This scenario is problematic, however, if we try to construct a single, consistent story
that applies in all frames of reference. If we take the approach that the cause of the collapse
comes from local fluctuations, and the collapse then acts nonlocally at one point in time
on the entire wave function of the system, we seem to have a contradiction about the “fact
of the matter.” In a rest frame in which the first event was the detector registering a count,
we would say that local fluctuations there caused the collapse, which then enforced that
the second detector would not register a count. However, in the rest frame in which the
other detector encounters the wave first, we would say that local fluctuations there led to a
collapse into the N = 0 state, which then caused the other detector to have the N = 1 state.
The problem arises because we envision collapse to happen on a horizontal slice in the
world diagram in the frame of reference under consideration. Since the time axis is defined
differently for different reference frames, the horizontal time slices will be different in
different frames of reference.

Natural rest frames. One way to solve this problem is to define a “natural” rest frame,
and have all nonlocal actions occur on equal time slices in this rest frame. An obvious
choice is to adopt the rest frame of the cosmic microwave background, which is the rest
frame of the center of mass of the universe (see, e.g., Consoli, 2018; Aurich, 2021).

The time slices of this rest frame will be tilted in other frames, which means that events in
the natural rest frame could affect events earlier in time in some other frames of reference.
This backward-in-time collapse in some rest frames will not cause grandfather paradoxes,
however, because it only affects spacelike-separated points. Therefore, none of those points
can causally connect forward in time back to the source of the collapse.

Figure 20.2 illustrates how we might think about a detector-caused collapse in this case.
In this space—time diagram, we see the world lines of the detectors and wave packets of
the experiment of Figure 16.1, in which two entangled wave packets propagate in opposite
directions. For convenience, we take the rest frame of the detectors to be the same as the
natural rest frame (Frame 1). In this frame, the equal-time slices are horizontal, as indicated
by the horizontal dashed line. If we adopt a moving frame of reference (Frame 2), then the
equal-time slices are parallel to the tilted dashed line in Figure 20.2, and the detector on
the left encounters the wave packet first. In Frame 2, the detector on the right encounters
its wave packet first. However, we can say that the collapse was caused by local effects at
the detector on the left in the “natural” rest frame. In this case there is a “fact of the matter”
that one of the detectors randomly underwent a local collapse and caused the other to act
consistently with it, even if that controls the action of the other detector that was earlier in
time. This allows us to have a single, consistent narrative that applies across all frames of
reference.

There would still remain the question, however, of what happens if both detection events
occurred at exactly the same time in the natural rest frame. This is where the picture of
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World lines of the experiment of Figure 16.1. The vertical, fuzzy gray bars represent the world lines of the detectors in
the natural rest frame; the solid black arrows give the world lines of the outgoing wave packets, and the gray area
represents the causally connected region of space time in which these two packets can be entangled. In this rest
frame (Frame 1), a wave packet hits the detector on the left before the other wave packet hits the detector on the
right. In a different frame of reference (Frame 2), this event occurs after the detector on the right encounters the wave
packet, since the equal-time slices are parallel to the tilted dashed line.

random walk introduced in Section 20.1 helps. Instead of viewing a collapse event as a
single, all-or-nothing process at one point in time, we can instead view each detector as
giving a sequence in time of collapse “kicks” which push the state of the system closer
to or further from one outcome or the other. This is precisely the scenario presented in
Section 20.1, that is, a random walk between collapse outcomes due to a large series of
small kicks from environmental fluctuations.

Nonlocal collapse and the transactional interpretation. The scenario considered in
this section of allowing spacelike action has some similarities to the transactional inter-
pretation of Cramer and Kastner, discussed in Section 16.4. Those authors argue that the
equations of physics allow advanced waves, that is, waves traveling backward in time,
which would be restricted to the reverse light cone pointing downward, unlike the mechan-
ism here which places the effects of collapse in spacelike-separated regions. These authors
have also argued that the existing equations of quantum field theory have intrinsic nonuni-
tary aspects which can give instability and collapse; as discussed in Section 16.4, although
it is often introduced without adequate explanation in textbooks, this imaginary term does
not imply that the full, normal quantum field theory is nonunitary. As discussed in Sec-
tion 6.1, in any spontaneous collapse model, an explicit nonunitary term must be added to
the standard equations of quantum mechanics.
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Spontaneous Coherence: Lasers, Superfluids,

and Superconductors

In the previous chapters, we have discussed decoherence, or dephasing, which is the proc-
ess by which phase information is lost when there are many degrees of freedom in a system.
However, there is a special case when the opposite occurs: when many particles spontane-
ously acquire a collective coherence, which can also be called enphasing. As discussed in
Section 8.5, this occurs in lasers, superconductors, and superfluids, which have important
technological applications.

21.1 Spontaneous Coherence

303

The rate of onset of phase coherence in a homogeneous condensate can be found by
a simple extension of the second-order rate equations for phase already presented in
Section 19.3. As in that section, we write, for correlations of any state with the ground state,

d . i .
— (p0)? = — (Wil [Ho, prollv) 21.1.1)
dt h
d i N
—(pr0)V = —(willV, b i 21.1.2
- 0c0)V = (il proll), (21.1.2)
and
d . 27 AU I 1, ~. 5
—0e0)® = S (il (P ooV = STV o = S o PV ys(E), - (21.1.3)

for the zero-, first-, and second-order contributions to the evolution, respectively.

Instead of assuming that there is a coupling to an external system, we instead use a
interaction for momentum-conserving scattering between two particles, of the form used
in Section 18.2.2,

p U +
V= Z ﬁak4ak3akzak1 > (21.1.4)
ky .k k3

where 7{1 + 7{2 = 7{2 + 7{4. Using this, we need to compute all of the operator terms in the
evolution equations. We find for the zero-order term,

d . i
{Pe0)® = S (Wil Y how, (£ajagdi, 0 + ayaodi ) Vi)
ki

— i — wo){a) ap). (21.1.5)
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This term gives us a circular precession in the complex plane for a nonzero value of fy .
For the first-order term, we resolve the commutator as

Tof Ty T Tt
[ak4ak3ak2ak1,akao] = Fa a; ap,a 8ky0 — Ay, Ay, 4y, 8k3,0
ot Tof
:i:ak4ak3ak1 aodij, + ak4ak3ak2a08k,kl. (21.1.6)

In keeping with our hierarchical approach, we assume that fourth-order correlation terms
are negligible, and keep only second-order terms. Furthermore, we assume that only
correlation functions with qg are relevant. Substitution into (21.1.2) then gives us

d
— (i) =0 21.1.7
7 (Pr0) , ( )

when U is a constant. More generally, this term gives a frequency correction to the rotation
of the phase in the complex plane, proportional to the difference between the mean-field
shifts of the two states involved in the correlation function.

We now move on to the second-order term. We use (21.1.6) to resolve the operator term
in (21.1.3),

A (U O Lo 1o
VoroV — EVV,Ok,O - Epk,OVV = _EV[V’ Pro] + E[V’ peolV,  (21.1.8)
which on substitution gives us for the first term on the right side,

1 o t T t T
-3 Z Z ay dy dy dy, (q:akak3ak2ak1 Sky.0 — a3y, Ay, Ay, k3,0
K K ko ks
1k25h3

:l:a};la,t}akl aodik, + aLa,'qakzaOSkjkl) , (21.1.9)

and a similar result for the second term.

As with the lower-order terms, we pick only terms in the second ¥ operator that reset
the particles changed by the first operator, because otherwise we would have higher-order
correlation functions. The calculation then gives'

d . 2 1
—(pr0)® = (alao) =~ — > (Up % Up)*

dt
x [Nk Nip (1% Niy ) = Ny (1 N (1 = N ()]
2r 1
+(a;ta0)——2 > (Up + Upy?

h 4V by

x [HNi Nk i (1% Niy) = N (1 Nig )1 Nty -)8(E) |
(21.1.10)

where Up and Uf, are the direct and exchange k-dependent interaction terms introduced in
Section 18.2.2.

The terms in this equation are proportional to the same initial and final-states factors
used in the quantum Boltzmann equation, for in-flow and out-flow in the limit when the

! This result implies there is a missing factor of 1/2 in the related result in Snoke 2012.
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states of interest have N >~ (1 + N). The first term in the first sum gives the in-flow into
the ground state, while the second term gives the out-flow from the ground state, and the
second sum has the same two terms for the in-flow and out-flow from state £.

This is crucial result for thinking about decoherence. For fermions, both terms are nega-
tive, and therefore any coherence in a fermion system is always lost over time. For bosons,
at low density the second term dominates over the first term, because it is proportional to
N while the first term is proportional to N2, and therefore dephasing will also occur. Both
of these scenarios give the same decoherence as deduced in Section 19.3.

For bosons at high density, however, the in-flow term can dominate over the out-flow
term, which is to say that in-flow can dominate over out-flow, for a state with high ampli-
tude. When both the ground state and the state & have high occupation and therefore high
in-flow, the overall sign of the integral will be positive, which means that the equation has
the form

d 1 s
E(czkao) = ;(aka()), (21.1.11)

which gives exponential growth of the coherent amplitude.

When there is a region of k-space near £ = 0 with net influx, coherence will be amplified,
with exponential growth of the amplitude of the phase. Therefore, if there is any small
nonzero correlation (aZaO), it will rapidly grow to become macroscopic. The growth of the
coherent amplitude will cease in equilibrium. This justifies the assumption often made in
the literature that states near to £ = 0 in a Bose—Einstein condensate are coherent and can
be treated as classical waves governed by the Gross—Pitaevskii equation.’

The question remains how to get an initial nonzero value of (aZaO) which can be
amplified. This could be created by elastic scattering of the form (14.2.22) given in Sec-
tion 14.2.3, but this requires spatial inhomogeneity, that is, asymmetry in space. On the
other hand, one can imagine that, even in a spatially homogeneous universe, there is some
small non-unitary term which acts on bosonic states of the type hypothesized for fermionic
states in Chapter 20. This would imply that not only spontaneous fermionic collapse to
particle-like behavior occurs, but also bosonic collapse to wavelike behavior. Note that the
method of calculation leading to Equation (21.1.10) applies to any boson system, including
ones without number conservation, such as phonons with a Planck distribution in equilib-
rium. Whenever occupation numbers exceed unity, there can be amplification of coherent
phase fluctuations. It can be argued that this is the fundamental reason why macroscopic
systems such as water waves are always in definite-amplitude states instead of Fock states.

The time evolution that leads to onset of phase coherence in condensates has been an
active topic of study over the past two decades (see, e.g., Kagan 1995; Stoof 1995). The
results of this section apply to a homogeneous gas in the thermodynamic limit. Berloff
and Svistunov (2002) showed that after there is phase coherence locally in a condensate, in
what may be called “coarse grains” that are nearly homogeneous, the system will eventually
obtain long-range coherence on a timescale that is proportional to the size of the system.

2 For the definition and derivation of the Gross—Pitaevskii equation, see, for example, Snoke 2020, Section 11.3.
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21.2 Why Phase Coherence Leads to “Super” Behavior

A system with a Bose—Einstein condensate is often called superfluid, because it has special
properties. These properties arise from the coherent wave nature of the condensate.

To discuss macroscopic condensates, we adopt the coarse graining approximation,
which takes the phase of a condensate as nearly constant over a small region (a “grain”) but
allows for it to vary slowly over long distances. Writing the coherent wave function of the
condensate as ¥ = \/@eiw‘), the proper quantum mechanical operator for the number
current density is the symmetrized operator (Cohen-Tannoudji 1977)

. 1 ih
3=Re (-w*(—ihw)) = L (yVyt — V). 21.2.1)
m 2m
Using the definition of the wave function, this becomes

> h 0, —i . —i
&= 5 (Vme" (e V() ~ i/ige " V6)
— e (€Y (/no) + iy/noe” V6))
_ e, (21.22)
m

In other words, the current is equal to the gradient of the phase. We see here that the phase
gradient is a macroscopic observable, in contrast to the common notion that phase is only
a mathematical construct. Phase plays the same role in relation to the superfluid current as
electric potential plays in relation to electric field. Although the absolute value of the phase
cannot be measured, relative changes of the phase are macroscopically observable.

Several theorems of vector calculus allows us to write down some relations based on this
result. First, if the density ng is constant, which is the case if the temperature is constant,
then we know that

.k
V x5 =—nyV x (VO) =0 (21.2.3)
m

since the curl of a gradient is zero. This implies that, if the condensate density is the same
everywhere, then the liquid is irrotational, since by the Stoke’s theorem, for any path that
does not contain a pole,

/(ng).d/i:fg.d?:o, (21.2.4)
A L

where L is a closed loop and A4 is the area enclosed. More generally, if we allow for the
possibility of a pole inside the loop, then we have

L - h >
%gwll:—noﬁve-dl
L m L

h
= o6, — 6)), (21.2.5)
m
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where 6 and 6, are the beginning and ending values of 6 in going around the loop. If 6 is
single-valued, then we must have

6, — 6, = 27N, (21.2.6)

where N is an integer. The flow in any closed loop is therefore quantized,

~ h
fg.dzzzv(—no). (21.2.7)
L m

We identify the number N as the number of vorfices, that is, poles in the superfluid current.
The Navier—Stokes equation governing the flow of an incompressible fluid is (Chaikin
2000)

>

v I -
p= + PV VU =—VP+ nv2, (21.2.8)
where p is the mass density, v is the fluid velocity, P is the pressure, and 7 is the viscosity.
Since the current g is the density times the average velocity, the velocity of the superfluid
is g/ng, which implies

. p hve
g=2 -2 (21.2.9)
m m
Therefore, assuming that ng is constant, V x g = 0 implies V x 3 =0.
We now use the vector identity
V3% =V(V-T) =V x(V x7), (21.2.10)
and substitute it into the Navier—Stokes equation to obtain
T BN 1= - = SO
E'FU-VU:——VP-FU(V(V-U)—VX(VX'U)). (21.2.11)
P

Since V x & = 0, and in the incompressible case V - © = 0, the last two terms drop out,
and we are left with

v . - 1-
— 4+v-Vo=——VP. (21.2.12)
at P
This is the fluid equation for a liquid with no viscosity. The condensate is therefore a
“super”-fluid.

This analysis does not mean that superfluids (and superconductors, which are the same
thing, as shown in Section 21.3) have no dissipation whatsoever. As shown by several recent
works (e.g., McDonald 2016, and references therein), condensates still have friction-type
drag and dissipation (cooling off) due to interaction with a separate, incoherent system.
This has the effect of giving some decoherence to the otherwise coherent condensate, but
not necessarily so much that all phase coherence is lost.


https://doi.org/10.1017/9781009261562.023

308

Spontaneous Coherence: Lasers, Superfluids, and Superconductors

21.3 Superconductors and Superfluids are the Same Thing
|

The most common type of superconductor is known as a BCS (Bardeen—Cooper—
Schreiffer) superconductor, after the three physicists who published the theory for the
effect in the later 1950s (Bardeen 1957; for comprehensive review of the theory, see
Lifshitz 1980; Leggett 2006). The effects of superconductivity were known much earlier,
from the time of the first experiments with cryogenic refrigerators that could go to nearly
absolute zero temperature (Kammerlingh Onnes 1911). The theory of superconductivity
continues to be a major subject of solid-state physics, especially with the discovery of
high-temperature superconductivity.

Before Bardeen, Cooper, and Schreiffer published their theory, Schafroth (1954) pro-
posed that superconductivity could be explained as Bose—Einstein condensation (BEC) of
electron pairs. When the BCS theory was written down, it did not immediately appear that
it was equivalent to BEC. The BCS wave function is written as

W) = ]_[(uk+vka ! )|o> (21.3.1)
k
where bi 7 and br% are the creation and destruction operators for electrons with spin
down and spin up, respectlvely The complex number v gives the probability amplitude
for finding a pair occupied, and u; the probability amplitude for finding it unoccupied, with
the normalization condition

up +vp = 1. (21.3.2)

This appears to depend only on fermionic properties.

A long history of the theory of BEC-BCS crossover has shown that the BCS theory and
standard BEC are two limits of the same theory.>

We start by writing the Cooper pair creation operator with center-of-mass momentum
equal to zero as

o = Zgb(k)b* kik (21.3.3)

We assume that the wave function ¢(7€) is the Fourier transform of the real-space wave
function for the orbital motion of the two fermions around each other. This is the same
form of wave function as found, for example, for the motion of an electron paired to a
proton in a hydrogen atom. (See Section 15.1.3 for the derivation of the Cooper pairing
interaction; for more details see Snoke 2020, Section 11.7.)

Using these pair operators, we can create a coherent state with the same properties as a
coherent state of pure bosons, discussed in Section 12.5. A coherent state is a state with
definite phase; that is, definite complex amplitude, which is the essence of BEC, as we have

3 Very early, Blatt (1964) showed that a BEC state is equivalent to a coherent state of bosons, and the derivation
here follows his work. Later work was done by Keldysh, Nozierés, and Randeria, and coworkers; see Keldysh
(1995) and Randeria (1995).
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seen. We insert the operator (21.3.3) into the formula for the coherent state (12.5.5), which
gives us

o2 (acT)N
la) = e 1ol /2§ T"'m), (21.3.4)
m !

where @ = /Npe® is the complex amplitude of the coherent wave, also called the order
parameter of the condensate, since the phase transition to condensation involves this value
becoming nonzero.

The equivalence of (21.3.1) with (21.3.4) can be seen by rewriting (21.3.1) as

— ) Tt

) = [Tue [T(1 +eotn] 5! ;) 10, (21.3.5)
¥ A

where o ¢(7€) = vy /uy, assuming uy is never strictly equal to zero for any k. In the expansion

of the product over £, the presence of the 1 means that we have every possible number of
pairs of operators. The expansion gives us

H (1 + aqs(/?)bl_];b%)

k

2
) Sy L 2ot
=14« Z¢(k)b¢,—l}b¢,l§ +3 <a ;d)(k)%,_z}bﬂf) +

k

=2 (a;}), |0). (21.3.6)

The higher-order terms are divided by N! because there are N! terms that have a sum over
k to the Nth power, but these are all the same after changing the order of the operators. In
the products of the sums in the expansion of (21.3.6), there are terms with more than one
creation operator for the same state, which do not appear in the product (21.3.5), but these
terms are zero because of Pauli exclusion.

The prefactor C = 1_[ uy that appears in (21.3.5) is just a normalization constant,
determined by the condition

(Ww) =1 (21.3.7)
1 N | N

=0 = oY " @b, 15, ; Y S gdon b1

= {0 — N! (a - ¢ (k)br,kbi,k> cr? ~ N (a - ¢(k)b¢,—7cb¢,7c> 10)-

There are N! nonzero terms in each Nth order term in the sum. The normalization condition
becomes

2
-5 1 5
(WIW) = [CPO01 Y | T+1al? Y 1600F + 5 (o 31901 |+ [ 10)
N ¥ i

= |CPe’ = 1, (21.3.8)
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where we have used the normalization of the wave function ) |<])(lﬁc)|2 = 1. This implies
| _lﬂll /ZZ (aco) ’ (2139)

which is exactly the coherent state (21.3.4) we wrote for the condensate. The value of « is
determined by

2

1
=exp [~ > vp | = exp(—No/2), (21.3.10)
i

where we use the normalization condition ) v,% = N, the total probability in all states
equals the number of pairs. This implies || = +/No, as we assumed in writing (21.3.4).

The operators c}:, ¢z do not exactly obey the boson commutation relations at high den-
sity (Combescot 2005). Even in the high density limit, however, the operator ¢y always
has exactly the same action on the condensate state as the ag operator has for the boson
condensate, namely

co|W) = qu(k)kab e 1Y et bl

LR
k/
2 / T Al i
+ Sa? > p(k)p(k by bl p bzt |10
k/k//
2
el Z|¢(k)| +a22|¢><k)| Z¢>(k)b¢ bl 1)
= a| V), (21.3.11)

where we have again used the normalization condition ) |¢S(7c)|2 = 1. In both this case
and in the weakly interacting condensate, the operator acts like a simple complex number,
not changing the state of the condensate.

It is often not appreciated that the BCS state (21.3.1) is equivalent to a coherent state.
Figure 21.1 shows the crossover between the two limits of BEC and BCS. At low density,
the occupation number of the fermion states is just proportional to the Fourier transform of
the pair wave function. If we keep increasing the number of pairs in the ground state, how-
ever, the probability of finding a single particle in a given k-state cannot keep increasing
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The probability of finding a fermion as a function of %, for various pair densities.

linearly, because the occupation of any fermion state cannot exceed unity. Therefore, when
N > V/ a’, the ground state cannot be simply the product of pair states (21.3.4). The func-
tion ¢>(k) must be altered, to keep a maximum of one fermion per k-state. As the electron
density increases, the pair wave function evolves to keep the total probability per state less
than or equal to unity. At high density, the pair wave function will resemble a Fermi sea,
with all states filled below a density-dependent Fermi energy.*

What are the fermions doing? The picture in Figure 21.1 is useful for addressing an
important question about superconductors, and also for all known Bose—Einstein conden-
sates, which are also made of composite bosons — for example, two electrons, two protons,
and two neutrons in a helium atom, which is an even number of fermions, with a total
integer spin. How can fermions act like bosons? Underlying all the equations, they are still
fermions, after all.

As seen in Figure 21.1, the fermions, even at high density, never have an occupation
number of any one state of greater than 1. Therefore, every fermion is doing something
different.

What we have essentially done is to separate the motion of the pairs into two different
degrees of freedom: the center of mass of each pair, and the motion of the fermions relative
to that center of mass. The center-of-mass motion acts like a boson excitation, as we have
seen, but the total quantum state of each fermion is that center-of-mass motion plus its
motion relative to the center of mass. Therefore, each fermion has a different state.

In relation to the spontaneous collapse model of Section 20, the center-of-mass degree
of freedom has very low dephasing (and, as we have seen in Section 21.1, enphasing away
from equilibrium), and therefore is unaffected by the spontaneous collapse mechanism.
The relative motion degrees of freedom, however, will tend to collapse into eigenstates
with a definite number. In this case, the proper eigenstates are not plane-wave k-states, but
are the orbitals of the pairs, analogous to the orbital states of hydrogen atoms. The lowest
orbital of each pair is a distinguishable fermion state, with exactly one fermion in each
state.

4 The form of the BCS wave function at high density has been worked out using variational theory; see, for
example, Snoke 2020, Section 11.8.
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21.4 Lasers Also Involve Spontaneous Symmetry Breaking

Lasers fundamentally exist because of the same property of bosons invoked for Bose—
Einstein condensates and superconductors, namely the spontaneous phase coherence of
bosons at high amplitude. One difference, however, is that that they do not normally involve
a thermodynamic phase transition with a critical temperature. Instead, a different externally
controlled parameter drives the phase transition to lasing, namely the power of a pump of
incoherent photons into the system. In this section, we derive an amplification equation
that gives spontaneous symmetry breaking for lasers, completely analogous to the result of
Section 21.1. Under certain conditions, though, it is also possible to have photons form a
Bose-Einstein condensate via a thermodynamic transition.>

The coupling of the dipole moments in a medium and the electromagnetic field is given
by Maxwell’s wave equqtion.6 We assume here that the electromagnetic wave has the sim-
ple form E(l;, 1) = Ege*¥=@D which allows us to resolve the spatial second derivative that
appears in Maxwell’s wave equation as

V2E = —k*E = —(0*/?)E. (21.4.1)
For an isotropic and spatially homogeneous system, Maxwell’s wave equation is then

PE 109°P 140
We now drop consideration of the spatial dependence of the electromagnetic field and write
simply E = Eo(t)e ",

The polarization of the medium P that appears in this equation can be connected to quan-
tum mechanical states of an ensemble of two-level oscillators using the methods developed
in Section 14.3. The standard model for a laser is a set of isolated two-level oscillators that
can be pumped into their excited states by an incoherent external source (e.g., an electrical
current, or an incoherent light), as illustrated in Figure 21.2. In the case when the coherent
driving field is resonant with the energy gap between the two levels, the equations for this
system are

I, U;
it D
U, U

2 2 /
ot T, “R73
U U, +1

3 3 /

- _ U, 2143

dt T + @RS ( )

5 Polaritons are photons strongly coupled to electronic excitations; in an optical cavity they have an effective
mass, and undergo Bose—Einstein condensation (see, e.g., Kasprzak 2006, Balili 2007; Liu 2015). Photons with
an effective mass but with very weak interactions have also been shown to condense by means of absorption
and reemission by a dye (Klaers 2010). For reviews of these effects, see articles in Proukakis 2017.

6 For a derivation of Maxwell’s wave equation, see, for example, Snoke 2020, Section 3.5.
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Basic picture of a solid-state laser.

where U] and U} are the real and imaginary parts of the off-diagonal term of the den-
sity matrix in the rotating frame, U3’ = pcc — Pyv 18 the population inversion, and
wpg = e|{x)|Ey/h is the Rabi frequency.

We now add one extra term, which represents an incoherent pump that acts to promote
electrons from the lower to the upper state, as in the process shown in Figure 21.2. This
process will saturate due to Pauli exclusion when the upper level is fully occupied, that is,
when Uj = 1. We write

] U
at T
U
=——=2 — opU\
at T R3
U’ U, +1
3= 3 4 wrU+ G(1 - U, (21.4.4)

ot T

where G is the rate of generating excited electrons in the upper state. Here we have also set
T, = T1 = T, for simplicity.

The polarization in the medium is proportional to the off-diagonal density matrix
element, which is given by the Bloch vector. We write

P(t) = g(cmv)(U{(t) + iUj(1))e ™", (21.4.5)
To find a self-consistent solution for the electric field amplitude Ey(¢), we need to use this
polarization in the Maxwell wave equation (21.4.2). Because the field amplitude £ appears
in the Rabi frequency wg, the self-consistent solution can in general be a complicated
function of time.

To simplify the solution, we assume that the timescale for change of the amplitude £y
is long compared to all other timescales (this is known as the slowly varying envelope
approximation). Taking the rate of change of £y as slow compared to the relaxation rate
1/T and the pumping rate G allows us to find the Bloch vector U’ as the steady-state
solution of the equations (21.4.4) for a given value of Ej. Setting all time derivatives to
zero yields

GT — 1 GT — 1

Ui=0 U=l s U= Gl
R

: 21.4.6
GT +1+wiT? (21.46)
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When the Rabi frequency is small, for example, when the electric field is not too strong,
we can rewrite the formula for U} as

- T(GT—l) 1
= —w
2 AT+ 1) 1+ w22 /6T +1)

GT — 1 wyT?
~ —wpT 1— : (21.4.7)
GT +1 GT +1

Using the definition of the Rabi frequency gives us the polarization of the medium

2 (x)2N GT — 1
P(t) = —i Eo()T 1 — & (x)2E3(¢ ot
(1) = —i o 0(9) (GT+1>< e”(x) 0()GT+1>6 ,
(21.4.8)
which can be written simply as
P(f) = —i(AEo(t) — BE3(t))e ™", (21.4.9)

where A4 and B are constants that depend on the properties of the medium and the incoherent
pumping rate G. The constant 4 can be either positive or negative depending on whether
the generation rate G is larger than the relaxation rate 1/7.

Substituting this into the Maxwell’s wave equation (21.4.2), we obtain

32
— Ej(n)e ™. (21.4.10)

. 2
2 —iwt i\ 9 7la)l
—w Ey(t ={1-— E t
w Eo(t)e ( 80) R o(0)e 3 2

Since we assume that the rate of change of Ey is slow, such that (1/E¢)dEy/dt K w, we
can approximate the time derivatives as

2
) OF, )
WEo(t)e_”‘” ~ (—Ziwa—to - wZE()) et
92 .
o S Ej(e”™" ~ —w’Ege™™, (21.4.11)

so that (21.4.10) becomes

(21.4.12)

For typical doping densities in laser media, 4/e9 < 1. We can therefore drop the term in
which A4 /eo multiplies the time derivative of Ey as small compared to the first term, and
rewrite this equation as

B0 _ @ 4, — BED) (21.4.13)
ar  2e 0 or o
If A4 is negative, in other words, if the relaxation exceeds the excitation, then any coherent

electric field amplitude will decay exponentially. If 4 is positive, in other words, if there is
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net gain in the system, then a small coherent electric field will grow exponentially. It will
continue to grow until it reaches a steady state value given by the solution of

— AEy + BE} = 0. (21.4.14)

Just as with the condensate considered in Section 21.1, any fluctuation that gives rise to a
small coherent field will be amplified until a macroscopic coherent field is established.

Note that this treatment of lasing did not require any discussion of mirrors. All that is
needed is for the gain to outweigh the loss for one state. Using mirrors to reflect photons
back through the medium is one way to decrease the loss for one state. We have, of course,
introduced many simplifications in this model of lasing, but the effect of spontaneous onset
of macroscopic optical coherence is a general one.

References

R. Balili, V. Hartwell, D. W. Snoke, L. N. Pfeiffer, and K. West, “Bose—Einstein condensa-
tion of microcavity polaritons in a trap,” Science 316, 1007 (2007).

J. Bardeen, L. Cooper, and J. R. Schriffer, “Theory of superconductivity,” Physical Review
108, 1175 (1957).

N. G. Berloff and B. V. Svistunov, “Scenario of strongly nonequilibrated Bose—Einstein
condensation,” Physical Review A 66, 013603 (2002).

J. M. Blatt, Theory of Superconductivity, (Academic Press, 1964).

P. M. Chaikin and T. C. Lubensky, Principles of Condensed Matter Physics, (Cambridge
University Press, 2000), p. 449.

C. Cohen-Tannoudji, B. Diu, and F. Laloé, Quantum Mechanics (Wiley, 1977), Section
3D.l.c.

M. Combescot and O. Betbeder-Matibet, “How composite bosons really interact,” Euro-
pean Physical Journal B 48, 469 (2005).

Yu. Kagan, “Kinetics of Bose—Einstein condensate formation in an interacting Bose
gas,” in Bose—Einstein Condensation, A. Griffin, D. W. Snoke, and S. Stringari, eds.,
(Cambridge University Press, 1995).

H. Kammerlingh Onnes, “Further experiments with liquid helium. C. On the change of
electric resistance of pure metals at very low temperatures etc. IV. The resistance of
pure mercury at helium temperatures,” Proceedings of the Section of Sciences 13, 1274
(1911).

J. Kasprzak, M. Richard, S. Kundermann, et al., “Bose—Einstein condensation of exciton-
polaritons,” Nature 443, 409 (2006).

L. Keldysh, “Macroscopic coherent states of excitons in semiconductors,” in Bose—Einstein
Condensation, A. Griffin, D. W. Snoke, and S. Stringari, eds., (Cambridge University
Press, 1995).

K. Klaers, J. Schmitt, F. Vewinger, and M. Weitz, “Bose—Einstein condensation of photons
in an optical microcavity,” Nature 468, 545 (2010).

A. Leggett, Quantum Liquids, (Oxford University Press, 20006).

E. M. Lifshitz and L. P. Pitaevskii, Statistical Physics: Part 2, (Pergamon Press, 1980).


https://doi.org/10.1017/9781009261562.023

316

Spontaneous Coherence: Lasers, Superfluids, and Superconductors

G.-Q. Liu, D. W. Snoke, A. J. Daley, L. N. Pfeiffer, and K. West, “A new type of half-
quantum circulation in a macroscopic polariton spinor ring condensate,” Proceedings of
the National Academy of Sciences (USA) 112, 2676 (2015).

R. G. McDonald and A. S. Bradley, “Brownian motion of a matter-wave bright soliton
moving through a thermal cloud of distinct atoms,” Physical Review A 93, 063604
(2016).

N. P. Proukakis, Universal Themes of Bose—Einstein Condensation, N. Proukakis, D. W.
Snoke, and P. B. Littlewood, eds., (Cambridge University Press, 2017).

Randeria 1995. M. Randeria, “Crossover from BCS theory to Bose—Einstein condensa-
tion,” in Bose—Einstein Condensation, A. Griffin, D. W. Snoke, and S. Stringari, eds.,
(Cambridge University Press, 1995).

M. R. Schafroth, “Theory of superconductivity,” Physical Review 96, 1442 (1954).

D. W. Snoke, G.-Q. Liu, and S. M. Girvin, “The basis of the second law of thermodynamics
in quantum field theory,” Annals of Physics 327, 1825 (2012).

D. W. Snoke, Solid State Physics: Essential Concepts, 2nd ed., (Cambridge University
Press, 2020).

H. T. C. Stoof, “Condensate formation in a Bose gas,” in Bose—FEinstein Condensation, A.
Griffin, D.W. Snoke, and S. Stringari, eds., (Cambridge University Press, 1995).


https://doi.org/10.1017/9781009261562.023

Appendix A Summary of quantum interpretations

This appendix gives a shorthand summary of different interpretations of quantum mechan-
ics, including some not discussed elsewhere in this book.

1. Local hidden variables
Summary: Each particle has some hidden local property that can make
it act differently from others under identical external circumstances.
Proponents: Albert Einstein
Appeal: Agrees with many physicists’ intuition.
Negatives: Disagrees with experiments.
Discussion: Sections 4.3 and 16.1

2. Copenhagen (“knowledge waves”)
Summary: The waves of quantum mechanics are not “real”; only the
particles are. When a measurement occurs, the wave function changes
nonlocally to correspond to updated human knowledge.
Proponents: Niels Bohr, most modern textbooks.
Appeal: Seems to solve the nonlocal causality problem; agrees with
experiments.
Negatives: No intrinsic justification of the Born rule; still has causality
paradoxes; the modern understanding of wave functions makes them
seem very “real.”
Discussion: Sections 4.4, 6.1, 6.6, and 7.1

3. Many-worlds
Summary: At every quantum event, the entire universe splits into billions
of ever-decreasing fractions, representing all possible options.
Proponents: Henry Everitt, John Wheeler, and David Wallace
Appeal: Treats the wave functions as real, in agreement with physicists’
intuition.
Negatives: Like Copenhagen, it still has causality paradoxes and no
intrinsic justification of the Born probability rule; it requires linearity of
the fields to a fantastic degree, going against most scientists’ intuition.
Discussion: Sections 5.1, 6.6, and 16.2
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4. Pilot waves
Summary: Both waves and particles exist as separate entities; particle
motion is influenced by the waves.
Proponents: David Bohm
Appeal: Treats the wave functions as real, in agreement with physicists’
intuition. The math works out for some cases.
Negatives: The particles of this hypothesis cannot be equated with the
particles of quantum field theory; there are sometimes bizarre implica-
tions for particle motion; there is no version for relativistic or massless
particles.
Discussion: Sections 5.2, and 16.3

5. Revised Copenhagen
Summary: Any macroscopic detector plays the same role as human
consciousness in the Copenhagen interpretation. Standard laws of
quantum mechanics will eventually find a way to account for this.
Proponents: The default view of many physicists.
Appeal: Removes the special role for human brains that seems
counterintuitive; agrees with Copenhagen otherwise.
Negatives: Incompatible with existing unitary laws of quantum mech-
anics.
Discussion: Section 6.1

6. Spontaneous localization
Summary: On a random basis, particle wave functions collapse to
localized values. A universal noise source, which may be related to
gravity, causes this.
Proponents: Ghirardi, Rimini, Weber (GRW), Diosi, and Penrose
Appeal: Provides an explicit mechanism for collapse; the math works
out in some cases.
Negatives: Violates energy conservation; some versions have been
shown to disagree with experiments.
Discussion: Sections 5.4 and 6.5

7. Transactionalism
Summary: Waves traveling backwards in time give the nonlocality
of quantum mechanical correlations; spontaneous jumps are triggered
by the interaction of forward and backward waves.
Proponents: John Cramer, Carver Mead, and Ruth Kastner
Appeal: Explicitly addresses the nonlocality of quantum mechanics;
the math works out for some simple cases.
Negatives: The math that gives spontaneous jumps has not been worked
out for the general case of a three-dimensional space.
Discussion: Sections 5.4 and 16.4
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8. Spontaneous fermionic collapse
Summary: Local environmental fluctuations lead to spontaneous
collapse of fermion states due to a nonunitary term in the Schrédinger
equation.
Proponents: Presented in this book.
Appeal: Conserves energy; collapse is connected to decoherence
as expected; works with many-particle quantum field theory.
Negatives: Seems to require reference to a universal reference
frame; no direct experimental verification or falsification yet.
Discussion: Sections 6.4 and 6.5, and Chapter 20

9. Positivism
Summary: Don’t ask questions, just do the calculations.
Proponents: Rudolph Carnap, and Kurt Godel; the default view of many
physicists.
Appeal: Easily dismisses philosophical enigmas.
Negatives: Science has historically progressed by people asking “what is
really going on?” and not just calculating.
Discussion: Sections 4.4 and 5.3

10. Consistent histories
Summary: A novel mathematical method is used to construct a past
history for each particle after a set of measurements is done.
Proponents: Robert Griffiths
Appeal: Allows one to maintain the picture of particles as real
entities.
Negatives: The additional mathematical methods are not favored
by the underlying quantum field theory; sometimes very counterintuitive
implications for particle behavior.
Discussion: Section 5.3

11. Quantum logic
Summary: The regular laws of logic must be dropped, and we must
accept that things that seem irrational by normal logic are valid in
a new quantum logic.
Proponents: John von Neumann
Appeal: We know that computers can be programmed to obey different
“logics” (sets of rules), so why not allow a new logic?
Negatives: Human logic is not fundamentally defined by a set of rules
arbitrarily relating 0 and 1 values; it is defined by what we can conceive
without self-contradiction.
Discussion: Section 5.3
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12. Quantum Bayesianism (qubism)
Summary: A variation of positivism, with no commitment to the reality
of quantum entities; only the results of certain types of measurements.
Proponents: David Mermin
Appeal: Like positivism, it is a “shut up and calculate” approach.
Negatives: Like positivism, it leaves many physicists feeling it takes an
easy way out of answering hard questions.

13. Relationalism
Summary: Essentially another variation of positivism, but with much
in common with the many-worlds approach. Fields are real and evolve
deterministically, and there is no special role for observers or knowledge,
but only results of measurements in relation to us are relevant.
Proponents: Carlo Rovelli
Appeal: A fully field-theoretical approach.
Negatives: No specific mechanism for random collapse; like positivism, it
dismisses some questions as invalid.
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