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To my Teachers



Preface

Why a ‘Shortcut’?

The idea for writing this book originated from my experience over the past few
years of teaching a one-semester course to graduate students in the Department of
Electric Engineering of Capitol Technology University (Laurel, Maryland).
I noticed that the students were always interested in learning (typically, from
scratch) about both superconductivity and COMSOL Multiphysics. The problem,
however, was not only that they had very little knowledge of solid-state physics and
quantum physics (since they had been prepared for careers in engineering). Most
importantly, they had very little time for reading textbooks on these subjects; almost
all of them were supporting their studies (and families) with part-time or even
full-time jobs. My task was to deliver the knowledge to them so clearly and con-
cisely that whatever they understood in the classroom would stay with them for the
rest of their lives. I glossed over trivial content, such as coefficients in formulas; my
goal was never to cover everything, but rather to introduce the unusual concepts of
superconductivity in the most 'user friendly' and transparent manner, always taking
shortcuts to essentials.

The Google dictionary defines ‘shortcut’ as a shorter alternative route or an
accelerated way of doing or achieving something. A similar meaning is provided by
the Oxford English dictionary: an accelerated way of doing or achieving some-
thing. The Cambridge English dictionary agrees with that: a quicker way of doing
something in order to save time or effort. These definitions pinpoint our goal and
should resonate with the reader’s intention: to achieve professionalism in super-
conductivity faster than expected. Paradoxically, the more developed a society is,
the less time is left for fundamental studies: too many temptations are around. The
accelerated progress of science aggravates the situation even more: the volume of
knowledge becomes increasingly large, and researchers should digest all of it for
their own new findings to occur, which of course increases this volume further... It
is hard to imagine what could have happened if computers and the Internet would
not give us a hand. Each time I am finding unbelievable to find answers at the
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Internet, I recall my version of a common Western adage: “God created mean equal;
the Internet made them equal!”. In view of Internet, there is no list of references in
Part I of this book: the readers are advised to use Google.

Computer power does miracles for those who tame it. Many young people have
computer addiction. Regretfully, many waste their time by playing computer
games. Access to a finite element modeling software, the COMSOL basic package,
will let them switching to a big fan with a real science, the science of supercon-
ductivity with this book. Their time will be used much more productively when new
scientific results will start coming out under their fingers on keyboards!

There is another, older group of very serious people involved in science and
technology. They already have understood the value of superconductivity, but have
no time to devote for learning the sophisticated mathematical background of this
rather unusual area of condensed matter physics. Nor have they time to learn
COMSOL. Even if they do, COMSOL has no superconductivity module to help in
their effort. It has many other modules, for example, the thermoelectricity module,
the optics module, but not yet a superconductivity one. Thus we provide a detailed
description of how to use the mathematical module of the basic COMSOL package
to model certain, sometimes rather sophisticated superconducting tasks, and elevate
the results to the level of animations. These animations are very exciting: they look
similar to visualized laboratory experimental results obtained without spending
many months of time and tons of money. Moreover, you can watch the picosecond-
scale dynamics on timescales convenient to human eyes, and understand the details
of evolution...

Our treatment of superconductivity in Part I culminates with the application of
time-dependent Ginzburg-Landau (TDGL) equations to various dynamic effects
important for superconducting electronics. They also allow us to trace the evolution
of superconducting state under the influence of various fields. COMSOL knowl-
edge is not assumed. The codes are described step by step in the book. Also, the
readers can download these codes, except the very last one, from the Springer
website, create shortcuts and use them in direct accordance with the shortcut’s
‘computer science’ meaning as a quick way to start or use a computer program.
Pretty soon they will be able to explore yet unexplored problems in the areas of
superconducting electronics, publish articles and share the results with the third
parties. If they do not have the COMSOL package, they can make use of COMSOL
exe-files, which also come with this book, and run them on any PC. Those who
prefer to deal directly with the animations without changing physical parameters
of the solutions, can just download and play the avi-files.

At this point I feel obligated to warn the readers that the word ‘shortcut’ has one
more facet: a method or means of doing something more directly and quickly than
and often not so thoroughly as by ordinary procedure (the Merriam-Webster dic-
tionary). This warning is for those who would like to deepen studying of super-
conductivity for reaching advanced level of knowledge. They are invited into Part II
of this book, which contains the full palette of the traditional theory of supercon-
ductivity, culminating with the derivation of the full set of time-dependent
Ginzburg-Landau equations for finite-gap superconductors. Its simplified form is
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used in Part I as the instrument of superconductivity exploration. One last remark:
in a book with about 1000 equations, it is difficult to avoid typos and occasional
mistakes. Rely on the book, but also on your intuition and judgment.

To all those who would like to start enjoying the beauties of quantum nature
of the world: Welcome to the ‘Shortcut to Superconductivity’!

Burtonsville/Laurel, MD, USA Armen Gulian
February 2020
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This Chapter will introduce, in a simple way, the basic concepts of superconductivity
required to start modeling of superconducting electronics devices. Also, the first very
basic COMSOL example will be given in full details—no preliminary knowledge of
COMSOL is required. From a conceptual point of view, the most important goal is
to understand what makes superconductors the quantum objects. From the practical
point of view we will learn (i) what is replacing Ohm’s law in superconductors; (ii)
how to understand Meissner effect in Londons’ approach; (iii) what is the magnetic
field screening length; (iv) how to describe superconductors in a gauge-invariant way;
(v) Ginzburg—Landau ¥ -function approach to superconductivity and the role of the
Y -function phase; (vi) flux quantization and related hint on electron pairing (Cooper
condensation) in superconductors; (vii) difference between Cooper and Bose con-
densates; (viii) Josephson effects, and (ix) SQUIDSs. This Chapter will introduce the
simplified version of the time-dependent Ginzburg—Landau (TDGL) equations valid
for so-called gapless superconductors. In analogy with the Schrédinger equation,
these equations will be postulated without derivation for solving practical tasks in
the next chapter. The rigorous quantum mechanical derivation of TDGL equations
will require all of Part II of this book.

Two seminar-type discussions are added to this Chapter. One of them discusses
magnetic moment of rotating superconducting ball—the so-called London’s moment.
This example, though very useful educationally, is absent in usual textbooks. The
second seminar discusses how high the superconducting transition temperature can
be—this is one of the topics which I have found to always be interesting for curious
students.

Electronic supplementary material The online version of this chapter
(https://doi.org/10.1007/978-3-030-23486-7_1) contains supplementary material, which is
available to authorized users.

© Springer Nature Switzerland AG 2020 3
A. Gulian, Shortcut to Superconductivity,
https://doi.org/10.1007/978-3-030-23486-7_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23486-7_1&domain=pdf
https://doi.org/10.1007/978-3-030-23486-7_1
https://doi.org/10.1007/978-3-030-23486-7_1

4 1 Basics

1.1 What is a Superconductor?

Do not be afraid of the most straightforward answer: a conductor with no resistance.
This, a bit naive, definition will lead us to many logical puzzles, and we will decipher
them one by one.

What does it mean ‘a conductor with no resistance’? The resistance R of a conduc-
tor with alength L and a cross section S is characterized by the well-known expression
R = pL /S, where p is the resistivity, an intrinsic property of the material. In general,
p depends on temperature 7. We will recall that in metals, resistivity p(T') typically
increases when the temperature goes up; in semiconductors, it increases when the
temperature goes down. In dielectrics, p is very large, and p(7') makes no sense; the
conductivity o = 1/p is taken to be zero: ¢ = 0. For superconductors, as was just
declared, R = 0, which means p = 0. That creates problems when working with the
Ohm’s law. We recall that on the microscopic scale this law can be written as

j=oE, (1.1)

where j is the current density, which is related to the electric field E by the conductivity
0. Then o = oo at p = 1 /0 = 0. How should one handle the infinitely large current
density (1.1)? It appears that for superconductors, the relation (1.1) should be replaced
by a more appropriate one. Let us determine this expression.

1.2 London Brothers Approach

When a constant electric field E is applied to a metal, electrons begin drifting in this
metal, and a stationary flow is possible because of the viscous nature of this drift.
Indeed, the equation of viscous motion for an electron is:

X =eE/m —~vx (1.2)

(here m is the electron mass, e is its charge, y is the damping coefficient, and x is the
coordinate of the electron — for simplicity, we consider motion along this coordinate
only). This is Newton’s Second law with damping taken into account. From (1.2),
it follows that the stationary drift velocity (X = 0, X = const) is proportional to the
acting force:

x = eE/(ym). (1.3)

This result corresponds to the Aristotelian notion that a motion with constant velocity
requires a constant force—that statement is true in viscous media. The electric current
density can now be written as:
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(where n is the number of electrons per unit volume). One can notice by comparing
(1.1) and (1.4) that we have derived the expression for conductivity:

o =ne*t/m, (1.5)
where 7 = 1/~ is the characteristic damping time of electrons motion. Equation
(1.5) is valid for normal metals. In superconductors, the electronic motion has no
damping: v = 0, 7 — 00, so that

O lrmoo = 00. (1.6)
At~y =0, (1.2) converts into X = eE/m, i.e., into a purely Newtonian motion: the

acceleration is proportional to the acting force. To deal with it further, we need to
recall the definition of the electric field via the potentials A and :

1.
E=—-A-Vo. (1.7)
C

Temporarily, let us choose a vanishing scalar potential (. Then, substituting (1.7)
into (1.2) and integrating with the condition x = 0 at A = 0 (i.e., no motion if no
field), we find:

x=-—2A (1.8)
mc
and thus, by analogy with (1.4),
2
j=enk = —SlA. (1.9)
mc

Equations (1.8) and (1.9) are the famous “Londons’ equations”, which were intro-
duced by Fritz and Heinz London brothers in 1935 to explain experimental findings
by Meissner and Ochsenfeld, to be discussed below. To be precise, the Londons
represented (1.8) and (1.9) in a somewhat different form. Namely, taking the time
derivative of (1.8), using (1.7) with the dropped scalar potential and (1.9), one obtains

j=2"E. (1.10)
m

Taking curl of (1.9), one can have

cullv = — < B. (1.11)
mc
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These (1.10) and (1.11), have been suggested originally by the Londons. The Lon-
dons’ equations have crucial importance in the physics of superconductivity, since
these replace the Ohm’s law for superconductors. We will discuss these equations
and their generalization further on.

Problem 1. Using (1.9), consider the penetration of a magnetic field into a
superconductor.

Tip: Consider a half-space occupied by a superconductor and apply (1.9) together
with the Maxwell equations.

Problem 2. Prove that screening of a magnetic field in superconductors takes
place at the shortest possible distance.

Tip: Consider the plasma frequency of metals and compare with the London
penetration depth.

Problem 3. Estimate the characteristic length of magnetic field penetration
into a bulk superconductor.

Tip: Use the result of Problem 2.

Solution to Problem 1
Let us consider a superconductor occupying the half-space x > 0; the region x < 0
is empty (Fig. 1.1). The surface of the sample is the (y, z)-plane.

Then, both the magnetic field B and the current j in the superconductor depend
only on the x-coordinate. The Maxwell equations required for this task can be written
as:

4t
curl B(x) = —j(x), (1.12)
c

divB(x) = 0. (1.13)

Arbitrary direction of magnetic field can always be decomposed into two vectors:
one to be perpendicular to the sample surface B(x) = (By, 0, 0), and the other to be
tangential to that surface (see Fig. 1.1). In the first case, from (1.13) it follows that
OB/0x = 0, so that B, is constant. Now, let us take the curl of the Londons’ equation
(1.9); recalling that curl A = B, we get curl j= —[e?n/(mc)]B. Substituting in it j
from (1.12), we find

47eln
curlcurl B = —

v (1.14)

Clearly, for a constant B, the Lh. side of (1.14) is zero, so B = 0 (and also, as
follows from (1.12), j = 0). This signifies that there should be no B-field component
perpendicular to the surface, i.e., the magnetic field should always align tangentially
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Fig. 1.1 Superconducting
half-space (at x > 0) facing
vacuum with the magnetic 3
field B \
Ay
Al
A
\
\
\
o)
&\

e ——— e

to the surface of superconductor: B(x) = (0, By, B;). In that case, (1.13) is always
satisfied. To simplify further consideration, we can rotate the local reference frame

aligning its z-axis along B so that B(x) = (0, 0, B,). Then, only the y-component of
curl B is non-zero: curl B = (0, curl B |, 0)

OB
curl B |,= —8—1, (1.15)
X

and, according to (1.12), the current is directed along the y-axis: j = (0, jy, 0).
Substitution of (1.15) into (1.14) yields

B 4drné?
W: 2 B (1.16)

Of the two solutions B = By exp [:l:‘/47rne2 /(mc?) x] of (1.16), we should choose

the exponentially decreasing one since only that solution is finite inside the supercon-
ductor. Thus, the externally applied magnetic field exponentially falls to zero inside
of the bulk superconductor; i.e., the superconductor screens off the magnetic field.
The characteristic length A\, of this screening is defined by the relation:

1 47ne?
E: el (1.17)
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Comment This quantity, A\, is called the “London penetration depth”, and
the expulsion of magnetic field from the depth of a superconductor is called
the “Meissner effect”.

Solution to Problem 2

The highest frequency which electrons can possess in metals is the plasma frequency:
wp = y/4mne?/m. One can notice from (1.17) the relation A, = ¢/wp;. The time
T ~ 1/wp; is the shortest possible time for the collective motion of electrons in
metals, and the speed of light, c , is the fastest possible in nature. Thus, the magnetic
field screening in superconductors takes place at the shortest possible distance.

Solution to Problem 3
Using A\, = ¢/w,; and substituting ¢ ~ 3 - 10! cm/s and the value w,; ~ 105!,
we find A\, ~ 3-107%cm, i.e., about ~30nm as a typical value.

Comment Obviously, this quantity is material-dependent: both 7, the density
of electrons, and m, the effective mass of electrons, depend on the material.
In high-temperature superconductors, like Y Ba,Cuz Og+s5, n can be smaller
than 102! cm—3, while in elemental superconductors, like A/, n can be close
to 10?* cm~3. The effective mass of electrons can be both smaller or larger
than the mass of a bare electron (i.e., the rest mass of electron in vacuum).
For example, in the so called “heavy-fermion” superconductors, m is factor
of thousand greater than the bare electron mass. Thus, A; may vary among
metals to a large extent. Note also that ¢ in metals is smaller than in vacuum
by a factor of 3.

1.3 Superconducting Disk in a Magnetic Field: COMSOL
Example

As the first application of COMSOL Multiphysics, let us consider the expulsion of
a magnetic field from a thin superconducting disk in stationary conditions within
Londons’ approach.
In the case of magnetostatics we have two of Maxwell equations in the form
divB =0, (1.18)
curl B = 47j, (1.19)

where B is the magnetic induction
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B = curl A, (1.20)

and j is the current density. Substituting (1.20) into (1.19), we have
curl curl A = grad div A — V?A = 4xj. (1.21)

At this point, we will make a choice of the gauge, assuming div A = 0. This is the
so-called “London gauge”. Substituting (1.9) into (1.21), we get

1
VA = /\—ZA. (1.22)
L

where the relation (1.17) for A\, is used.

Remark When deriving (1.22), we used the Londons’ relation j o« —A. That
means that (1.22) is equivalent to

Vi = 1 (1.23)
i=i :
L

We should note in passing that from (1.19), using (1.18), it also follows that:

1
V’B = —B. (1.24)
A
L
Later in this book, we will see that the derivation of (1.23) and (1.24) does
not require choosing any particular gauge while that of (1.22) does. That is
why they would say that the simple relation j oc —A is valid only in London’s
gauge.

To take advantage of chosen gauge for solving (1.22), we notice that its free term
is proportional to the current j, which can be non-zero only in the superconductor.
Thus, (1.22) can be re-written as

VA = — A, (1.25)

where [ (r) = 1 inside of superconductor, and / (r) = 0 outside of it. We will consider
the external magnetic field to be homogeneous and perpendicular to the disk surface.
The problem then is convenient to treat in the cylindrical coordinates: A = A(r, ¢, z)
with H||z. Then A = A{, where the scalar A depends only on coordinates (r, z).
Thus, the vectorial equation (1.25) is reduced to a simpler scalar equation
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I(r,z)
AL

VA = A. (1.26)

As soon as the scalar A is known, the magnetic induction can be found as

A . 10(rA)
B=curlA=——f+-
et 22" T or

i. (1.27)

This relation and the symmetry of the problem allow us to formulate boundary con-
ditions for A. Indeed, from the symmetry, the B-field cannot possess an f-component
on z-axis. That means, as it follows from (1.27),

0A

— =0. 1.28
= (1.28)
Far from the disk, the field should remain homogeneous, with B = H, i.e., B, and
B, are absent, and B, = H. Again, from (1.27), one can deduce

Al = A(r), i.e., A cannot depend on z, (1.29)

and
Hr
Al i = A(r) = - (1.30)

For a numerical approach to the problem, the infinities in (1.29) and (1.30) should be
replaced by some finite values (we will denote them, accordingly, Ry and Hy, with
the assumption that these values should be much larger than the sizes ry and hg of
the disk). As soon as an increase of Ry and Hj at fixed values of ry and & does not
affect the solutions inside and around the disk, the infinities are indeed “infinite”.

Let us now implement the finite element modeling of this problem using COMSOL
Multiphysics.! In this book, we will be using its version 5.4, which was available at
the time of the manuscript preparation.

Open COMSOL, and click on Model Wizard. Select 2D Axisymmetric Space
Dimension. Next window is Select Physics. Double click on Mathematics, then dou-
ble click on PDE Interfaces, and then double click on Coefficient Form PDE(c). That
choice will become visible in the Added Physics Interfaces window. At this point, it
is a good idea to save the file. Then click on Study button. Select Study will come
in; choose Stationary by double clicking. Model Builder will open, and you can
start building it. Click on Parameters, and start filling in the parameters in Settings
window. We will start with the parameters shown in Fig. 1.2.

Now we can choose the geometry. Right click on Geometry, and twice choose
rectangles from the pop-up window. Click once on the Rectangle 1 and then in
Settings window call it Disk. Do the same with Rectangle 2 and call it Box. Appro-

!Our treatment follows, with some modufications, the approach suggested by J.-G.Caputo et al.,
axrXiv:1308.2204v1 [cond-mat.supr-con] 9 Aug 2013.
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Label: Parameters 1 =

¥ Parameters

Name Expression Value Description
r0 10[mm] 0.01m sc disk radius
ho 2[mm] 0.002 m sc disk height
RO 20[mm) 0.02 m box radius
HO 20[mm) 0.02m box height
BO 1M L] magnetic field at infinity
LL 0.00016[mm] 1.6E-7 m London depth

Fig. 1.2 Possible choice of parameters

priately, insert the values of r0 and RO for their Width in Settings window, and hO
and HO for their heights. Then click on Build All Objects, and on Zoom Extents in
Graphics window. You will see the picture shown in Fig. 1.3.

To locate Disk and Box symmetrically relative to the y-axis in Settings window,
under Position choose z = —h0/2 and z = — H0/2 correspondingly. Press Build All
Objects and Zoom Extents. Figure 1.4 shows the resultant picture.

Now we can specify the Coefficient Form PDE. Double click on_Coefficient Form
PDE (c¢) and click on Coefficient Form PDE 1 in Model Builder. Then click on
Equation in Settings window. The equation with coefficients will be displayed as
in Fig. 1.5.

We observe that d,, should be turned to zero, as well as the free term f (their default
values are 1). The variable u corresponds here to our function A. Coefficients a,
0, and -y are zero by default. For this equation to coincide with (1.26), coefficient a
should be equal to 1(r, z)/ )\%. The function I (r, z) can be defined in COMSOL via
Boolean operators:

1(r,z) = (r <ro) % (2% < h2/4). (1.31)

COMSOL will assign (r < rg) = 1 if r < rg is true, and zero otherwise. Similarly
with the second multiplier in (1.31). Thus the expression for a in Fig. 1.5 should be
as shown in Fig. 1.6.

Now we can take care of boundary conditions. The default boundary condition
is Zero Flux, which should be replaced, as was discussed above, by the relations
which follow from (1.27). Far from the disk, the field should remain homogeneous,
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Fig. 1.5 Equation and coefficients
¥ Absorption Coefficient
a (r<r0)*(z”2<h0"2/4)/(LLA2) 1/m?

Fig. 1.6 Expression for the coefficient a

withB = H = By, i.e., B, and B, are absent, B, = By. Again, from (1.27), one can
deduce

Al,—g, = HRo/2, (1.32)
Hr
A|Z:iH0/2 = T, (1.33)
and
Al,_p = 0. (1.34)

The last condition is less general than (1.28), which is equivalent to Al,_, =
const. However, the choice of const =0 matches (1.33). To implement con-
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Fig. 1.8 Dirichlet conditions on the far horizontal boundaries

ditions (1.32)—(1.34), right click on Coefficient Form PDE (c) and then click on
Dirichlet Boundary Condition; repeat it three times for (1.32)—(1.34) correspond-
ingly. They will appear in Model Builder window just after Initial Values line. Click
on the first one. Corresponding Settings window will open. We would like the pre-
scribed value of u to be BO * R0/2 on the far vertical boundary. To accomplish this
task, insert this value as shown in Fig. 1.7, then move mouse onto the Graphics panel,
and click onto the vertical line. Hovering mouse on the line will make it red colored,
and after clicking, it will become blue, and the number corresponding to it will appear
in the Boundary selection window, as shown in Fig. 1.7. Second boundary condition,
(1.33), should be inserted for the two long horizontal boundaries in the same manner
(Fig. 1.8). At last, we should implement the boundary condition (1.34) on the r = 0
axis. In the Model Builder window, click on Dirichlet Boundary Condition 3, then
hover mouse consecutively on three vertical lines at r = 0, and click on them. Their
red color will convert into blue, and the numbers of boundaries, 1, 3 and 5 will appear
in the Settings window. Save the file, and run computation via =Compute button at
Home. The result will look like Fig. (1.9).

Click on Color Black in Settings window to make contours of the disk more
visible. To have more a informative picture, it is worth it to plot not the vector
potential, which is what Fig. 1.9 displays, but rather (1.27), the magnetic field B. For
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Fig. 1.9 Intermediate result with the scalar A displayed

that in Results of Model Builder, right-click on 2D Plot1, and choose in the pop-up
window Arrow Surface. In accordance to Fig. 1.9, in the Expression of Settings insert
—uz for the R component, and (« + r * ur)/r for the Z component. Then click Plot
in Settings. You will see the vector B-field on top of the scalar A-field. Scroll down to
the scale factor and increase the scale factor to make the arrows more visible. We still
need to replace the scalar field A by the value of B> = (Ju/dz)> + (u/r + Ou/0r)>.
For that, click on Surface in 2D Plot Group 1 in the Model Builder and replace u by
(uz)2 + (u/(r +0.0000001) + ur)2, which is B> in COMSOL notations. We added
a very small constant in the denominator to avoid division by zero when plotting the
figure. The result is shown in Fig. 1.10.

This plotting may be more accurate if a smaller mesh size is chosen: double-click
on Component 1, click on Mesh, and in Settings window, switch Element size from
Normal to Extra fine.

Another much more essential improvement in plotting may be achieved by
representing it in 3D format: the fact that we solved 2D-axisymmetric prob-
lem does not mean that we abandoned its 3D nature. All that required here
is the postprocessing of the result. For that, double click on Data Sets under
Results, and choose Revolution 2D 1.In Revolution Layers choose start angle —180
and Revolution angle 180. Right-click on Results and call-in 3D Plot Group. Then
right click on 3D Plot Group and call in Volume. In Settings window, in Expression
replace u by sqrt (uz)2 + (u/(r 4+ 0.000001) + ur)2), which is the modulus of the
magnetic vector. We again added infinitesimal quantity in the denominator so that
the plot will be possible to construct. If you would like to visualize the contours
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Fig. 1.10 Meissner effect in superconducting disk in Londons’ approximation via COMSOL

of the disk better, click on 3D Plot Group and under enabled Plot data set edges,
change color from Black to_White. We may also want to see the vectors of magnetic
field. So again right click on 3D Plot Group, and call in Arrow Volume. Then click
on Arrow Volume, and insert the same components as we did for Arrow Surface of
2D Plot Group 1. These are —uz for R component, and u/r + ur for Z component.
Do not forget to insert O for P H I component, otherwise the code will not run. The
arrows corresponding to the vector of magnetic field as of now will be masked off by
the color which we assigned to the volume points. To make them visible, you can click
on Transparency icon in Graphics window. But even that will not be a good enough
visualization (try it!). To improve on this, for the ¥ grid points in Arrow positioning
of Settings window, switch Number of points to Coordinates, and choose 0 there;
remove Transparency. You may want to make more data points along the x-axis,
which we made equal 20. We left 7 points for Z untouched. The final 3D result is
shown in Fig. 1.11.

You can now drag the image with your mouse and rotate to look at it for different
angles. You can also try other plotting and modeling options as soon as you learned
the rules of the game: the restricting factor is only your imagination. For example,
you can try to find configuration of magnetic field when instead of a disk you have
a washer. Or two washers of different size, etc.




1.4 Seminar 1. Rotating Superconductor: London’s Moment 17
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Fig. 1.11 Meissner effect in Londons’ approximation visualized via COMSOL

1.4 Seminar 1. Rotating Superconductor: London’s
Moment

The Meissner effect is very famous, and all relevant textbooks contain it: it represents
a crucial signature of superconducting state. However, there is another effect, of the
same quantum nature, which is called the London moment. Unfortunately, it is not
described in textbooks, though it characterizes the superconducting state equally
well. We will consider it now.

When dealing with superfluids, an interesting question is: what will happen if
we rotate a superconducting ball? The matter is that the external mechanical action
is engaging into rotation mainly the solid part of the body, i.e., the ionic lattice.
Electrons, which move frictionlessly, should not be directly engaged in motion, so
one should expect a large electric current (caused by the charged ions moving through
the electronic liquid) and an associated large magnetic moment. In reality, this picture
sustains only for a very short amount of time. As soon as the aforementioned current
builds up, it generates a magnetic field which grows synchronously with the current.
A time-dependent magnetic field, in accordance to Maxwell equations, generates
electric field, which accelerates frictionless electrons, and they start moving together
with the lattice. Only a very thin layer near the surface of the body, with the thickness
of the London penetration depth )\, is maintaining superconducting current. So the
magnetic moment is actually small yet quite detectable, as we will see. The basic
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cornerstone of our consideration in the assumption that Londons’ equations (1.10)
and (1.11) are valid in any reference frames, i.e., they are applicable even for moving
superconductors. So we will write them for a rotating ball:

culy = ——h, (1.35)
mc

V= —e, (1.36)
m

Here, the velocity v describes the motion of superconducting electrons in the ball, h
and e are local values of the magnetic and electric field vectors. They are unknown
and should be determined further on. What is known is that vop = vo(x, y, z, t), the
local velocity of the body. We will consider a rotating sphere with radius R and
angular velocity w. Consideration is in spherical coordinates r, 6, ¢. Rotation is
along the polar axis, § = 0. Then

Vo = [w X r]. (1.37)

The current is j = en, (v — vp), i.e., if all electrons are moving with the ions, there
is no current. Substituting j into the Maxwell equation curlh = (47 /c)j where the
displacement current is dropped, we have:

dmng
curlh = e

(v —vp). (1.38)

At the start of rotation, the normal electrons will participate in the relative motion,
but when the rotation is stabilized, they move with the body, and so we can neglect
their presence. Substituting (1.35) into (1.38), we find:

4rnge?
curlcurlv = — 5 (Vv —vp). (1.39)
mc

Since curl vog = 2w and curl curl vy = 0, we can represent (1.39) as
1
curl curl (v — vy) = —)\—Z(V — V), (1.40)
L

where we used expression (1.17) for the London penetration length ;. We can also
substitute (1.38) in (1.35), which yields

1 2
curlcurlh = —— (h+ 250 (1.41)
A7 e

For the outside of the sphere, r > R, the differential equations are
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divh =0 (1.42)

and
curlh = 0. (1.43)

These equations do not preclude having a field outside of the sphere. Symmetry
assumes that the field will be dipolar, with the dipole direction along the axis of
rotation. Such a field may have the form

2M
h, = —-cos?,
,
M
hy = — sinf, (1.44)
r
h, =0.

This dipolar field requires a bit of an explanation. As we know, no magnetic
monopoles (i.e., elementary magnetic charges ¢,,) have been detected. For such a
monopole, in analogy with the electric charges and fields, the magnetic field would
be

H=—r. (1.45)

Then the dipole field can be imagined as

Hy=2p, - Inp (1.46)
r r

where ri = r £ d/2, r points from the center of the dipole (in our case at r = 0) to
the point of interest, and d points from the negative to the positive magnetic charge.

In the limitd/r — 0,

_3M-DE-M

H, = , (1.47)

73

where M = g,,,d is the dipole moment. If in Cartesian coordinates M||Z, then in the
spherical coordinate system:

-

Hyl, = [3(M - B)E—M] - £/r’=2M cos />,
Hylp = [3M - H)i-M] - 8/r* =M sin 0/r°, (1.48)

Hyl, = [3M - DE-M] - ¢/r’=0/r’,

Ml -
Ml -

asin (1.44).

The rest is just a technical task. The value of the constant M (i.e., of the magnetic
dipole moment) should be determined from the boundary conditions. We need to first
determine the field inside the sphere. We will try a current having only a ¢-component
which is proportional to sin , because vy in (1.37) has only a ¢-component which
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is proportional to sin 6 :

Vo, = wr sin 6. (1.49)
Then one can assume
v, — Vo = f(r)sind — v, = [wr 4+ f(r)]sin 6, (1.50)
and from (1.40) we have
Y 2 1
Pl ( )\—2>f=0. (151)
Its general solution has a form:
f= (;1 (smh E — /\—L cosh /\L> + (;22 (cosh /\—L - /\LL sinh )\—L> . (1.52)

Here C; and C; are constants. The regular solution (i.e., the one which is finite at
r = 0) corresponds to C; = 0. Then

+ S (sinh = = 2 cosh ) | sine (1.53)
v, = |wr + — ( sinh — — — cosh — | | sin 6. .

¢ 1’2 )\L )\L )\L

For the next step, we substitute this function intoh = — (mc/e) curl v, which follows

from (1.35), and compute components of the curl in spherical coordinates for» < R:

mc 1 0O
h, = 0
e r51n989(sm v)
mc 20+ 2C inh r r h r p (1.54)
= w + —— | sinh — — — cosh — ) | cos .
e )\L )\L )\L ’
mcl O
o= e )
mc Cy r? r r .
= {—Zw + 3 |:(1 + )\L) sinh E — )\—Lcosh )\—L:| } sind, (1.55)
hy, =0. (1.56)

Continuity of solutions (1.44) and (1.54)—(1.56) at the boundary r = R delivers two
equations for two unknowns M and Cj:
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mc 3 . R R R
2M = — | 2wR’ 4+ 2C, | sinh — — — cosh — ) |, (1.57)
e AL AL AL
mc R? R R R
M=—-2wR*+C; |14+ — )sinh— — —cosh— |}. 1.58
p { wR™ + 1|:< +)\%>sm N )\Lcos )\L]} ( )
The results are: 5
3wRA
C, = # (1.59)
sinh (R/AL)

and

mcw 32 3L R
R [1+ =L - = coth— ). 1.60
( + R R co )\L> (1.60)

Thus the field outside (1.44) and inside (1.54)—(1.56) of sphere is found, as well as
the current distribution inside of the sphere (1.53). Let us consider the current first.
From (1.53) and (1.59) it follows that j = en,(v — vy) has components:

Jo=Jr =0, (1.61)

Jo = ens(vy — Vy0)
3enSwR)\2L 1 ioh r r h r 0
= ———= — [sinh — — — cosh — | sin
sinh (R//\L) 1'2 /\L /\L /\L

R —
“3enywy exp (— n r) sin 6. (1.62)
L

%

In writing the last line in (1.62), we made use of the fact that current flows only at the
thin layer ~ )\, of the surface of the sphere. Inside of the sphere, except for this thin
surface layer, the magnetic field is homogeneous. Indeed, with exponential accuracy,
for R—r > A\r:

2mcw

h; = h,cosflp—o = (1.63)

For w ~ 10*s~! (rotational speed of typical turbopumps) this field is on the order
of a milligauss. Of interest is also the magnetic moment, which in accordance with

(1.60) can be represented as

mcw
M =~

R3. (1.64)
e
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Remark 1 Our derivation followed that of Fritz London. He himself took
advantage of the previous study by Becker et al. (1933), where all the math-
ematical expressions were obtained. What was not done, and that was where
the genius of London revealed itself, was to understand that the uniqueness
of the solutions based on (1.35) and (1.36) does not depend on the history of
reaching this state. The magnetic momentum of a superconducting ball will
appear not only when the ball is first cooled and then rotated, but also when the
ball is first rotated (so that all the electrons are moving with the lattice), and
then cooled. As soon as the temperature goes below the superconducting tran-
sition temperature, the electrons at the surface layer of the rotating sphere will
reduce their rotational speed and current will set up, causing the observational
magnetic moment. This is quite similar to the Meissner effect, which has the
same independence of the history. Both effects have no classical explanation
and are due to the quantum nature of the superconducting state.

Remark 2 Very interestingly, experiments with various superconducting mate-
rials revealed that the mass m which enters the expressions (1.63) and (1.64)
is the bare electron mass mg as opposed to the effective electron mass m,y¢
one deals with in solid-state physics. These experiments included so-called
heavy-fermion superconductors with m,s¢ ~ 10°m, and all these experiments
revealed m = mg. Thus, the common belief that in all experiments, as soon
as an electron is in the crystalline lattice, it becomes a dressed particle and
behaves not like a bare electron, should be corrected for inertial experiments.
Another example of this type is presented by the well-known Tolman—Stuart
experiments, which are also inertial experiments.

Remark 3 Since only the crust of the ball is participating in the build-up of
the current, and, accordingly, in the build-up of the magnetic moment, one
can replace the bulk superconducting ball by a superconducting shell or by a
dielectric ball covered by a thin superconducting layer.

Remark 4 Such dielectric (quartz) balls covered by a very thin Niobium super-
conductor film indeed were used by NASA in cooperation with Stanford Uni-
versity for the successful space mission Gravity Probe B to test predictions of
Einstein’s General Relativity. Rotating balls were serving as gyroscopes and
the orientation of the magnetic moment M (which we described above) was
monitored by a SQUID sensor. These balls (see Fig. 1.12) when I saw them in
person at a local exhibition while visiting the Gravity Probe group at Stanford
University a couple of years ago, were the most perfect spheres ever made by
mankind.
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Fig. 1.12 Superconducting ball of Gravity Probe B mission consisted of fused silica ball (left)
covered by Nb film (right). Four balls were used in the instrument for navigation gyroscopes. Their
rotation-caused London magnetic moments were indicating the gyroscope orientation. Manufactur-
ing of balls and development of gyroscope required years of effort. The London moment of rotating
superconductor was instrumental for the mission success

1.5 Ginzburg and Landau Approach

Above, we took advantage of the expression (1.9), which has the structure
jo —A (1.65)

and explained the Meissner effect, an experimental fact. That means that one can
rely on expression (1.65), at least in certain cases. However, in classical physics,
observables cannot be proportional to the vector potential. There is a simple reason for
that: vector potential is not a gauge-invariant quantity. What does that mean? Suppose
we started from Maxwell’s equations for some physical problem. We converted these
equations using the relations

E=-A-Vp (1.66)

and
curlA =B (1.67)

to equations for A and ¢ and solved them. (An observant reader will notice that
we dropped the factor 1/c in expression (1.66 ), cf. (1.7). In the context of current
discussion this factor is not essential. We will be dropping unessential coefficients
without further notice in Part I of this book from time to time, to draw attention
to essentials.) Then one can add to the solution for A the gradient of an arbitrary
function x (r, t) without affecting B, since

B = curl A = curl(A + V) (1.68)
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(the curl of gradient is identically zero). At this process, care should be taken not to
change E in (1.66). For that purpose, one should add to ¢ the function —Yy, so that

0 .
E=—2 A+V0)-V(e-0=-A-Vp (1.69)

as in (1.66). This operation that involves simultaneous transformation of the val-
ues of A and ¢ is known as the gauge transformation. Thus, the potentials of the
electromagnetic field in classical (Maxwellian) physics are defined up to the gauge
transformation, i.e., are not defined uniquely. However, the experimentally measur-
able current (1.65) should be uniquely defined. Yet it is not! This means that we are
missing a term in (1.65), which we will call temporarily “something”. Then the
correct expression is

j < —A+ something (1.70)

This “something” should behave at gauge transformations in a very certain way:
the addition of Vx to A should add the same V x to this something, so that these
additions will cancel each other in (1.70). In quantum physics, luckily, there is a
quantity which acquires x at the gauge transformation. That quantity is the phase ¢
of the wave function & = |¥|exp(if) of the charged particle: § — 6 + x.

Remark This fact is crucial for further considerations. We will prove it here
for curious readers in a simple spatially homogeneous case.

If the potential  is nonzero, we should incorporate it into the Hamiltonian
as a potential energy. Thus, the Schrodinger equation has the form:

i%lp = (Hy+ p)¥ (1.71)

Suppose that the solution of this equation at ¢ = 0 is ¥y = |¥p| exp(ify). We
will seek the solution at ¢ # 0 in the form ¥ = ¥y exp[if(¢)] . Then

0 .0 . . ., 0% N
ZEW = 15[% exp(if)] =i exp(za)w — Yyexp(ib) 0

oY ]
= exp(if) i— — W (1.72)
ot
If 6 does not depend on coordinate x, then HyWw = exp(if) HyW, and (1.72)
yields
0 A .
| —Y¥ = (Hy — 0)W. 1.73
i (Ho — 0) (1.73)

Comparing (1.73) with (1.71) yields:
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6=—op, (1.74)
or, in the integral form,

0=— / wdt + const = . (1.75)

Thus, subtraction of x from ¢, (1.69), is associated with adding x to 6.
This provides us the grounds to express a hypothesis: in (1.70), something <
Vo, ie.,

jox —A+ V0. (1.76)

The expression (1.76) is gauge-invariant: the gauge function gradient added to
A will be compensated by the contribution from V #. We also have a hint that the
missing coefficient in (1.76) should be |¥|?. Indeed, in quantum mechanics,
the expression for the current density is

j=—-AlW*+ (’vaw* e c.c.) =—(A—VO|¥?, (1.77)

which will match with (1.76). This Ginzburg-Landau expression for current
(1.77), which is more general than (1.9), should thus be used for the explanation
of the Meissner effect without any contradiction with the gauge invariance.

This conclusion is very deep and far reaching. It tells us that superconductiv-
ity is a quantum phenomenon, and that superconductors are macroscopic quan-
tum objects. Readers may be surprised here: typically we associate the quantum-
mechanical wave function with the objects in microworld, such as electrons and pho-
tons. Moreover, we learned that macroscopic objects, like pieces of metal, should
behave as classical entities in common life. This is not the case with superconductors!
Here, ¥ stands for the whole piece of the metal, and that needs an explanation. Below
the critical “transition” temperature, the electrons in superconductors become paired
into so-called “Cooper pairs”. Pairing causes their spins to constitute a whole num-
ber (recall that individual electrons have a spin 1/2), i.e., 0 or 1. In both cases, these
Cooper pairs have quantum statistics different from the single-electron statistics:
instead of Fermi-statistics, they now acquire Bose-statistics, and can be condensed
below a certain “critical” temperature 7, into a condensate that is a relative to the
Bose-condensates (though in this case it is called the “Cooper condensate”).

Problem 4. Determine the difference between Cooper condensate and Bose-
condensate.

Tip: estimate the size of the Cooper pair and compare it with inter-atomic distance.
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Solution to Problem 4

Suppose that Cooper pairs have a size . Then, quantum-mechanical uncertainty
relates this size with the momentum dp x £ ~ h , where & is Planck’s constant.
The related energy should be comparable with the transition temperature 7, (since
at this temperature, thermal fluctuations are breaking the pairs). Thus:

(517)2 h? 2m
~ ~T.,, and§ ~h | —. 1.78

2m 2m&? ¢ T, (1.78)

This can be compared with the inter-atomic distance a ~ h(2m /ep) 172 where e is
the characteristic energy of an electron in the metal. Then

€F
~ - 1.79
§~a T. (1.79)

which means, that £/a > 1. Indeed, typical values of ey are 10°K, and at T, ~
10K we thus will have £/a ~ 100. That means that the Cooper pair condensate
is constituted of “particles” which have spatial dimensions much larger than the
distance between single electrons in metals. We will remind the reader that the density
of electrons in metals is approximately equal to the density of ions, and therefore
the inter-electron distance coincides with the inter-atomic distance. Thus, Cooper
pairs greatly overlap in the the Cooper condensate, while in the Bose-condensate,
the size of particles is much smaller than the inter-particle distance, and there is no
overlapping. It is worth noting that there could be systems with low density of charge
carriers where a crossover between Bose and Cooper pair condensates takes place.
Such situations are currently being considered at the frontiers of scientific research.

Remark This is an important difference, but not the only between Cooper and
Bose condensates. We refer interested readers to Sect. 3.3 of Part II for more
information on this topic.

Problem 5. Consider a hollow superconducting cylinder, and prove that the
magnetic flux is quantized in it.

Tip: Take advantage of your knowledge of the Meissner effect.

Solution to Problem 5
We will write (1.77), dropping for a moment the constant | |. Then, on the trajectory
shown by the dotted line in Fig. 1.13 the value of the current

j=A—V0 (1.80)
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Fig. 1.13 Cross section of
hollow cylinder with its axis
parallel to H

j=-A+V0

is zero (it is also zero on any other trajectory C in the bulk of superconductor; the
“bulk” here means away from the boundary by more than ;). Then

fj-dlzoz—ygA-lerfve-dl, (1.81)

c c c
or
Oz—/curlA-dS—i—'(ﬁV&dl. (1.82)
s c
Then
/curlA'dS=/B-dS=q§=fV9~dl=27rn, (1.83)
s S C

where n = 0, =1, £2, etc. If proper coefficients are used (see for details Sect.3.4.5
in Part II), then
@ = ¢on, wheren =0, =1, £2, etc. (1.84)

where

h
i ~ 2 x 107 Weber.
e

bo =
2
This value is correct for superconductors, and we use it below when considering

SQUIDs. Historically, quantization of flux in superconductors was predicted by Fritz
London, who had no idea about pairing, and thus concluded that one should expect

Po = he (1.85)

e

In reality, we have a double charge 2e because of Cooper pairing (1 and 2 in the figure
above denote two electrons in the pair). That 2e-factor was almost simultaneously
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confirmed experimentally by two groups after the appearance of BCS theory. As
a matter of fact, the original Ginzburg and Landau theory was developed before
BCS theory, and its authors also had no idea about pairing, so the charge doubling
in their theory was not taken into account. Based on BCS theory, Lev Gor’kov
derived the correct expression for the superconducting current in the ¥-theory of
superconductivity in the form

j=—CA - VO)|¥, (1.86)
with explicit doubling of the charge.
Problem 6. Is the flux always quantized?

Tip: Consider a cylinder with a very thin wall.

Solution to Problem 6

Quantization of the magnetic flux requires existence of a trajectory in the bulk of
superconductor where the current density is zero (see Problem 5). When the thickness
of the cylinder wall is comparable to the London penetration depth, such trajectories
are absent, and so is the quantization of the flux.

Remark Suppose that we placed a solenoid in a hollow superconducting cylin-
der which generates the field H in its core, as shown in Fig. 1.13. By tuning
the current in the solenoid, this H-field can externally introduce any flux, not
just a quantized one. However, the bulk superconductor will react with a cur-
rent generated in its internal wall surface so that the total resultant flux will
become quantized. F. London called this total flux a “fluxon”. In this language,
we should say that “fluxon” (but not flux!) is quantized in superconductors.

1.6 Josephson Effects

Now, let us draw some conclusions from (1.77) for the current in superconductors.
The current consists of two contributions: the A -part, and the V#-part. Three com-
ponents of the vector potential A plus the scalar ¢ are redundant for the definition
of three components of the vectors B and E. This redundancy can be removed by
the choice of the gauge. We can do that to eliminate one of the scalars. Three scalar
functions are enough for the 3 D-case, two scalars are enough for the 2 D-case, and
one scalar is enough for the 1 D-case.

Let us start from the simplest 1 D-case. Suppose we have a superconducting wire
along the x-direction. In that case, we can write j, = —A,, or, in another gauge,
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j = V6. (We drop |¥|? for simplicity, assuming it is constant for the time being.)
In the latter case, for the current to be constant, its phase 6 = const x x. Let us
understand this better.

If there is no current, then the phase is not x-dependent; it is just a constant, so
its gradient (i.e., its derivative over x in this case) is zero. When there is a constant
current in the wire (Fig. 1.14), in accordance with the derivative’s definition

Jx = lim A—leﬁo = const (1.87)
Ax
the phase increases linearly from point to point along the wire, i.e., the current is
associated with the phase-change along the trajectory of the current. Obviously, the
current is positive when the phase is increasing, and negative when it is decreasing.
Now consider two pieces of superconducting wire with no current in them
(Fig. 1.15). Each piece has its own wave-function:

Wierr = | exp(i0err) and rjgn, = |¥ ] exp(iOrign:) - (1.88)

Since there is no current in either one of them, the phases are constant. If the pieces
had a superconducting transition independent from one another, their phases would
not necessarily be equal. At the same time, we consider || to be similar for both
pieces—that is possible because in quantum physics |¥|? is the density of particles
(in our case, paired electrons) and we can consider both pieces of wire to be made of
the same metal. What will happen if we bring them in contact, as shown in Fig. 1.16?
Obviously, there will be a phase difference across the boundary line between the
pieces. That means there will be a current between these pieces with no voltage
applied! The current should be limited in value (any physical border has a finite
thickness, so the denominator in (1.87) is finite). It should also be antisymmetric as
a function of phase difference 6;.r; — 0,1, = 6. The current should be zero if 0 is
zero. It should be periodic with argument 6, with a period of 2. The last statement
follows from the fact that exp[i (6 4+ 27n)] = exp(i#) and from the structure of the

Fig. 1.14 Current in 1D j

wire. In the 1D case current —_—>

v
x

Fig. 1.15 Two pieces of
superconducting wire
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Fig. 1.16 Two {
superconducting wires in 0, H 0,

contact

Fig. 1.17 Voltage applied to
superconductors junction

functions in (1.88). So one would not be mistaken with a statement that the current
should have the form:

J = Jjosin0, (1.89)

and generally should be non-zero when two superconductors are brought in contact.
This statement constitutes the first so-called “stationary” Josephson effect.

Current between superconductors will flow, of course, until the electric charging of
pieces will stop it. Alternatively, we need an attached source and a sink for electrons.

Problem 7. What will happen if we apply a constant voltage across this super-
conducting junction (Fig. 1.17)?

Hint: consider one of the superconductors to be at o = 0 and apply ¢ = @ to
the other superconductor. Use arguments established via gauge-invariance consid-
eration to find the relation between 0 and .

Solution to Problem 7

Non-zero scalar potential in a superconductor can be introduced by performing a
gauge transformation with a function y = — . That will also add a function x to the
phase 0(t), so that 0(¢t) = —t + 0 [see (1.74) and (1.75)]. After substitution into
(1.89), we have

J = Josin(pt — 6) (1.90)

One can associate ¢ with V, the potential difference between the superconductors.
Also, the phase —6 at t = 0 can be dropped if 7 is shifted in time. Since the super-
conducting wave function is associated with Cooper pairs, the pre-factor should be
changed to2: V = 2ey. Restoring all the units to the conventional ones, we can write
the final result as:

Jj = josin(wt), where w = 2eV /. (1.91)
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Remark This is a very unusual result. Indeed, it tells us that at a constant
voltage (or potential difference) between superconductors, the current oscil-
lates in time! It was confirmed experimentally soon after its prediction. It is
called the second, or “non-stationary”, Josephson effect. Josephson predicted
his effects when he was a graduate student and received a Nobel prize for his
prediction. It is surprising that these effects were not predicted even before
the microscopic theory of superconductivity, say, by Ginzburg and Landau, or
even by F. London! Here we have an example of even a genius’ imagination
being restricted. It is also important to mention that there is always more in
the theory than its originators have noticed. We will consider SQUIDs in the
next section which will illustrate this statement further.

From the practical point of view, it is very important that the oscillation frequency
in (1.91) contains fundamental constants ¢ and A. This fact was used to determine
these constants with higher accuracy than they were known before. It was also used
for time and voltage standards - the junction can be placed in a resonator in which
the resonant frequency is known with very high accuracy, and determine at which
frequency a resonance is taking place at varying voltage across the junction. Recip-
rocally, you can keep the voltage constant, and vary the geometry of the resonator
to determine the value of voltage from the occurring resonance. Josephson junctions
have many other applications, constituting one of the pillars of superconducting
electronics.

1.7 SQUIDs

We will consider now two Josephson junctions, “a” and “b” in the loop, as shown
in Fig. 1.18. This configuration is called a DC SQUID, the abbreviation standing for
“Superconducting Quantum Interference Device”. There may be a magnetic flux in
the loop, and we are interested in the maximum superconducting current vs. magnetic
flux in the loop. The current is supposed to be connected to the loop (current j is
depicted by the white arrows). We will neglect all variation of || in the loop and use
the formula (1.77) derived above for the current j = —(A — V|6])|¥|?. Because of
the Meissner effect, we expect the current to be zero inside of the bulk superconductor,
say, on the dashed line loop. So, let us integrate this zero current density along that
line:

%j~dl=0=—fA(r)-dl—i—%V&-dl, (1.92)

or
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Fig. 1.18 Current through
DC SQUID

ygA(r) dl = ?g Vo - dl. (1.93)

Obviously,

3 2

%Vﬂdl:fV&dl—l—/V@-dl, (1.94)

1 4

which means that
%A(r) ~dl=03 — 0, + 0, — 04. (1.95)
And the same via Stokes’ theorem provides:

fA(r)-dlz/cuﬂA-dsz/H-dszcb, (1.96)
S

s

where the magnetic flux @ is:

D=0;—0,+0,—0,=0,—0, (1.97)
(the absent coefficients will be restored later on), where we denoted

9(1 = 92 — 91 and Hb = 6‘4 — 6‘3 (198)

for the phase jumps on the barriers “a” and “b”, Fig.1.18. In view of our previ-
ous knowledge of Josephson junctions, we can expect the current across these two
junctions to be:

1, = Isin(0, — 6y) and I,, = I} sin(04 — 63) (1.99)

Then, the total current is:
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Fig. 1.19 Maximum current
through DC SQUID vs.
magnetic flux is a periodic
function of @

N2 P

max

Magnetic flux, @

I=1,+1,=1°@sinb, + sin6y)

=1° |:2sin<ea;9b)cos<ea;9b):|. (1.100)

Here, we consider symmetric junctions for simplicity:

=5 =1r. (1.101)

Now, we will make simple mathematical transformations and substitutions for @

using (1.97):
I = IO [ZCOS (2) sin <W)i|
2 2

=1° |:2005 (2> sin <2 + (9,,)} (1.102)
2 2

At a given value of @, the phase 6, is still adjustable, so that sin (...) = 1, and thus

the maximum current is:
D
cos | —
< 2 )

which is shown in Fig. 1.19. To understand the importance of SQUIDs, we will now
restore the units in the expression above. To make @ unitless, we need to divide it
by ¢y, the flux quantum. Then

Iy = 21° : (1.103)
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TP he  The
Imax - 21() CcoS —|, where QS() = —= —
0 2e e
~ 2 x 107" Weber =2 x 107 Gauss x cm? (1.104)

(appearance of the number 7 in the argument of the cosine function is related to the
definition of ¢y; see Problem 7 below). The sensitivity of SQUIDs is related with
the smallness of this flux quantum. When the current exceeds I, there is a voltage
along the current path. This can be used for determining /,,x. At a given magnetic
field, or a given flux in the SQUID, we can determine Iy,,x (®), and thus determine
the field with very high accuracy. This accuracy stayed unmatched in physics for
decades and only recently has been challenged by other quantum phenomena.

1.8 Time-Dependent Ginzburg-Landau (TDGL) Theory

Atthis point, it became evident that superconductors should be described by the quan-
tum physics wave function, ¥ = |¥|exp(i#). The “quantum” part of superconduc-
tors, the system of non-dissipative current-carrying electrons, is called Cooper-pair
condensate, and it is this condensate that is described by the ¥ -function. However, all
conductivity electrons are paired into Cooper-pairs only at absolute zero temperature,
T = 0. At finite temperatures, 7 # 0, a certain amount of unpaired, or “normal”,
electrons exists. Correspondingly, the current consists of a quantum-mechanical,
non-dissipative part and of a normal, dissipative part:

jlow = —QA — VO)|¥ |*(non — dissipative current)

0A
+o <§ + V<p> (dissipative current). (1.105)

Because of electric neutrality (or Coulomb interaction), the dissipative and non-
dissipative electronic motions strongly interact. The most important corollary of this
interaction is that the equation for the ¥ -function no longer looks like the Schrodinger
equation:

i— = HW. (1.106)

It actually turns out that the right equation has a structure similar to (1.106), but with
imaginary conjugated Hamiltonian! It took a long time and an intense effort to derive
this equation in the theory of nonequilibrium superconductivity for a physically
plausible range of parameters. The whole second part of this book is devoted to the
derivation of the system of time-dependent Ginzburg—Landau (TDGL) equations,
and readers interested in this topic are advised to go through this very detailed
background material. For now, in Part I, we will be studying the solutions of these
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equations, considering the equation for the ¥ -function:

- = (ﬁ+2i<p>11/
8T, \ Ot

=T 7¢(3)

T,  8(T.)?

™

+8Tc

[D(V-2iA)2]w+[T" | ¥ |2]w=o. (1.107)

as given. This is the simplest, so-called “gapless form” of this equation. In (1.107)
3 = 2211 n~—3 ~ 1.2 is the Riemann zeta function, D is the diffusion coefficient,
and T, is the critical temperature. The most important change here compared to
the quantum mechanical equation (1.106) is the disappearance of the imaginary
coefficient “i” in front of the time derivative, and its replacement by a real coefficient.
While (1.106) is a wave equation, (1.107) is of a relaxation type.

Problem 8. Prove the second part of the statement above.

Tip: Consider spatially homogeneous state with no electric or magnetic fields,
and introduce a small deviation to the steady state solution of (1.107).

Solution to Problem 8
In absence of external fields: A = 0, ¢ = 0, and for the homogeneous state (¥ -real,
VIw| =0)(1.107) is:

o, T.-T 7€3) ,
-y - w2 @ =0. 1.1
T, 010 [ T.  8(nT,)? } 0 (1.108)

Its nontrivial steady-state solution (¥, # 0) follows from the equation:

T.-T  7¢3)

e 8(7rT)2%2:O' (1.109)

If¥ =Yy +6¥(t), and |0V || ¥|, then from (1.108) one can derive

_m 0
8T, Ot

-7 O
. 8GT.)

(6W) + [TC (Y + 511/)2] (W +0¥)=0. (1.110)

Using (1.109) and neglecting smaller (5% )>-terms, we represent (1.110) in the form

) B
87, 50 = - 8(nT,)?

QY (6¥). (1.111)
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From here we see that if W =¥ — ¥, > 0 then 9(0¥)/0t < 0. Reciprocally, if
0¥ < 0, then 9(6¥)/0t > 0. That means that small fluctuations will relax to zero,
so that a weakly perturbed ¥ -function will relax to its steady-state value. In more
formal language, (1.111) has a relaxational solution ¥ (t) = 0¥ |,_,exp(—t/ty),
with a characteristic relaxation time 7y = T, /[14¢(3)¥Z] ~ 0.5T./ WZ.

Remark The relaxation time £, is temperature-dependent, since ¥y = ¥, (7).
¥, is small near the transition temperature, and larger at 7 << T,. Larger ¥,
means shorter relaxation time #y. This reflects the property of Bose-condensates
(which are close relatives of Cooper-condensates): they have ability to success-
fully fight small fluctuations and heal themselves. That is why the supercon-
ducting state is much “quieter” than the normal metal state.

Problem 9. Prove the gauge invariance of TDGL equations.

Tip: Consider (1.105) and (1.107), and take into the account that at gauge trans-
Sformation of the electric field E = —0A /0t — V @ and the magnetic field H = curl A
with an arbitrary function x(x,y,z,1t) :

AV s A% L (1/2)Vy, (1.112)
Q" — % — (1/2)0x/0t, (1.113)
0"ev — g4 4 . (1.114)

Solution to Problem 9
Let us demonstrate the gauge invariance of the current expression first. For that, it is
useful to make a transformation in (1.105):

1 1
TWVW* +c.c. = T|!I/| exp(iO)V[|¥|exp(—if)] + c.c.
i i

VP WPV

<= —|¥|’V 1.11
pr 2+cc||9,(5)

so that the current density is equal to
O0A
j=—(A—V0)|W|2+a<E+ch). (1.116)

Substitution of (1.112)—(1.114) into (1.116) confirms that the gauge function x
straightforwardly cancels out:
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new

ot

old

ot

0
jnew — _(AI‘LEU} _ Va"@“))|lp|2 + 0_( + V()Onew)

— _(Auld_Veuld)|lp|2+o,< +V§001d) Ejuld’ (1117)

so that the current density (1.105) is gauge-invariant.

We will consider next its counter part, (1.107) for the ¥ -function. Our strategy
here is to demonstrate that in (1.107), after application of gauge transformation, the
factor exp(ix) comes out as a free-standing multiplier, so that we can divide by that
factor and eliminate it. For the time derivative term:

0
0 . . .
- [5 +2i(p — X/Z)} Yexp (ix) =

0
=5 [¥ exp (ix)] +[2i(p — X/ ¥ exp (ix) =

= exp(iX) 5 lI’-l—‘I/ ; (expliCON + [2i(p = X/D1W exp (i) =

= exp(zx){ 8 U+ ivx +[2i(p — x/21¥

= exp(lx)(6 +21<p> (1.118)
For the spatial derivative term:

[(V _ 2iA)2] W= (V —2iA)(V —2iA) ¥ —

— [V =2i (A+ Vx/2)][V = 2i (A+ Vx/D)][¥ exp(ix)] =
=[V = 2i (A+ Vx/D1{V [¥exp(ix)] — 2i [¥ exp(ix)] (A + Vx/2)} =
=[V =2i (A4 Vx/Dlexplix) {[V¥ +i¥ (V)] = 2i¥ (A + Vx/2)} =
=[V =2i (A+ Vx/D]{exp(ix) [(V = 2iA) ¥ ]} =
=exp(ix) [((VX) (V =2iA) ¥ +V(V =2iA)¥ —2i (A+Vx/2) (V—-2iA)¥]=
=exp(ix) [V (V—2iA)¥ —2iA(V = 2iA)¥] =

= exp(ix) [(V—2iA)2W], (1.119)

Conclusion: indeed, at gauge transformation the exp(i x) appears as a common mul-
tiplier in the time and spatial derivative terms of (1.107). Trivially, the same thing
happens with the last group of terms (those without derivatives). We also notice that
exp(ix) # 0, so we are not dividing by zero when factoring it out of the equation.
Thus, the gauge transformation leaves the system of (1.107) and (1.105) unchanged,
which proves the gauge-invariance of TDGL equations.
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Remark 1 Gauge transformation simplifies the search for the solutions. For
example, one can choose a gauge with y = —6, so that #"¢* — 4 4y =0
(see (1.114)) and the ¥-function is real. However, as soon as the gauge is
chosen, and the procedure of solving the mathematical problem has started,
the gauge can not be changed anymore. So any specific solution is obtained in
a specific gauge.

Remark 2 The reader should be alerted that the same ¥ -function enters (1.105)
and (1.107) which constitute a system of TDGL equations. That means that
the ¥ -function should have the same normalization in both equations which
currently is not the case. Normalization does not matter for proving gauge
invariance, but it does matter when solving TDGL equations. As shown in
Chap. 7, the expression for the current density which has the same normaliza-
tion for ¥ -function as (1.105) has the form:

j= —W?|W|2(2A—v9)+anE. (1.120)

4

This form for the current density will be used in the next chapter.

1.9 Seminar 2. When will We Have Superconductors at
Ambient Conditions?

Since the discovery of superconductivity, there was an ever growing effort to raise
the transition temperature of superconductivity (also called the critical temperature
T,) in novel materials. It was not an easy task, especially because the mechanism of
superconductivity was stubbornly nondisclosive for almost a half-century after its
discovery. Many giant minds, including Einstein, Bohr, Heisenberg, Landau, Feyn-
man (to name a few) failed to decipher the mechanism of superconductivity. However,
experimental facts were accumulating, and theoreticians were narrowing the circle
of possible options during the years of effort. In 1957, a trio Bardeen, Cooper and
Schrieffer brilliantly solved the problem (Nobel Prize, 1972). Their theory explained
many experimental facts quantitatively. Curiously, neither one of the explained facts
explicitly included dependence on the so-called “BCS potential”. This potential ¢ in
BCS theory plays a crucial role in determining the value of T, :

T, ~ 1.13wp exp [—m] (1.121)

[see Sect.(3.3) for details]. Its negative value corresponds to the indirect attraction
between electrons. Why do electrons attract each other? It is not a simple question.



1.9 Seminar 2. When will We Have Superconductors at Ambient Conditions? 39

Indeed, electrons interact with each other via the Coulomb force, and this Coulomb
interaction is repulsive in vacuum. (Landau used to say: “Nobody has abrogated the
Coulomb law”.) How does the presence of ion lattice change the situation? Let us
start with analyzing this crucial point. In vacuum, the Coulomb interaction between

two electrons at a distance r is: 5

e
Vi =—. (1.122)

In a dielectric medium, the repulsion is screened, as described by the dielectric

function &(r, 1):
2

le
Vi, 1) = -—, (1.123)
er
so that the repulsion is weaker if € > 1. As we will see now, the situation is much
more complex in metals.

1.9.1 Dielectric Function

For homogeneous solids, it is convenient to work with Fourier transforms, so (1.123)

becomes

47e?

Viq.w) =

= W (1.124)

The dielectric function is defined according to Maxwell’s electrodynamics by the
relation:

D = e(q, w)E, (1.125)
where
div E = 47 poal, (1.126)
and
divD = 47 pex:. (1.127)
Also
Protal = Pe T+ Pi + Pext (1.128)

where the abbreviations p., p;, and pex are the charge densities of the electron gas,
of the lattice ions, and of the external charge, respectively. “External” in this context
means “free to manipulate” while p, and p; are “bound” charges, participating in
the build-up of the electron and ion plasma oscillation modes” with frequencies:

2Plasma frequency was already mentioned in relation to the solution of Problem 2.
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47n’e? 12

wep = — , (1.129)
4rn22e2\ 7

wip = (%) , (1.130)

where m and M are electron and ion masses, ze is the effective ion charge, and n,
and n; are the electron and ion densities. To determine the value of e(q, w), we need

to calculate
Pext

S (1.131)
Pe + Pi + Pext

e(q,w) =

as follows from (1.125)—(1.127). For this task, we will note that the motion of ions
is governed by the equation
Wi = Wiy Proval (1.132)

To make sure this is indeed the case, one can start with Newton’s law for the ionic
motion:
3v,~

ME=z|e|E, (1.133)

and transform it into the equation for current density j; = n;z |e| v;:

aj,' _ nizzez
o M

E. (1.134)

Combining (1.134) with the continuity equation

(’) .
a—/;’+divji =0 (1.135)

and substituting for the wave perturbation a plane-wave in the form
E = Ege /0" (1.136)

we justify (1.132) after simple algebra.

We can now look at the electron system. Since w,, > w;, (typically, w,,/wi, ~
10'©/10'3), electrons adiabatically follow ionic motion. Electrons have one more
characteristic frequency: €z /h, where € is the Fermi-energy which has the same
scale as w,,. The Fermi energy is related to the unperturbed electron density ng via
the expression:

h2
€F = 2—(37r2n2)2/3. (1.137)
m

From (1.137):
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.1 [2m P2
HOZW ﬁEF . (1138)

Homogeneous perturbation of the electron density: dn, = n, — n® changes globally
the Fermi-energy by — |e| o, where ¢ is the (negative, if dn, > 0) local electrostatic
potential:

1 [2m 3/2
n, =n+on, = 33 |:—2(6p — el <p)i| . (1.139)

Taking into account that |ep| < €f, after simple algebra, one can find from (1.133)
and (1.134):

3
on, = —n‘j—m, (1.140)
2 €r
or, in terms of p, = — |e| dn,:
3 0,2
po=—2lef¥ (1.141)
2 €F
Now we can use the Poisson equation:
V2 = —47 prow (1.142)

and substitute (1.141) into (1.142). For the plane-wave motion Fourier component
we get
4% = 4T prota. (1.143)

and, after substitution into (1.141),

6nle? k3

Pe = _2—pt0tal - _Lsztolal (1144)
q-¢r q

Here krp = (67r2n262 /€ #)'/% is the Thomas-Fermi wave vector. We can now calcu-
late £(q, w). Obviously, (1.131) could be presented as

o Protal — Pi — Pext
Protal

e(q, w) (1.145)

and then: ) . 5 .
w; k2 wiq® +kip) —wig
equw)=1-—2+-IF = = (1.146)
w q wq
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1.9.2 BCS Attraction

Thus, the screened Coulomb interaction (1.123) takes the form:

4me?

Viq,w) = .
g2 + ki p — wi,q? w?

(1.147)

This is crucial for the explanation of superconductivity. For high frequencies (w >
wjp) we have just the screened Coulomb potential:

4re?

V(q,w) ~ ——5—
42+k%F

, (1.148)

or, in the coordinate space:
2

V) = Seter (1.149)
r

which is clearly a repulsive potential (sometimes called ‘““Yukawa potential”’). Let us
consider g ~ 1/a, where “a” is the interatomic distance (which is also the interelec-
tronic distance since in a typical metal there is one conducting electron per ion). For
q > krrand w < wjp:

Ame’w?

2,2
qwip

Viq,w) ~ — (1.150)

so that the attraction dominates in the net interaction for this range of frequencies and
wave vectors. This mechanism justifies the BCS model of superconductivity. Indeed,
the negative interelecronic potential is the major cornerstone of the BCS-mechanism.
‘We can roughly approximate w;,, by the lattice Debye frequency wp, so the attraction
takes place at frequencies below wp, in accordance to the BCS suggestion.

1.9.3 Phonon Resonance

Small frequencies mean enough lapsed time. That means that inter-electron attraction
takes place not immediately, but with a delay thanks to the presence of the lattice.
Overall sign change and negativity in the expression (1.147) looks like a resonant
effect (see Fig. 1.20), so one may say: “because of the resonance, tiny electrons are
able to move heavy ions thus yielding the mechanism of attraction.” And on the other
hand, at short time scales (high frequencies) the interaction is repulsive (1.148).
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Fig. 1.20 The V (g, w) behavior at certain values of q (in units of a~!, where “a” is interatomic
distance). We also used e =1,wp =5,and krp = 0.1
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Fig. 1.21 Comparison of the BCS model potential, the Coulomb potential added (“two square well
model”, rectangular curve), with the resonant model (1.147) (diverging curves)

1.9.4 Coulomb Potential and Tolmachov Logarithm

The choice of ¢ in Fig. 1.20 (from 0.1 to 2) was for illustrative purposes only. For
simple metals, interatomic and interelectronic distances have the same mean values,
so we will put g =~ 1 to move forward with our analysis. Figure 1.21 shows this case.
For comparison, we also plotted the BCS approximation for the negative (attractive)
potential at |w| <wp (taken wp = 5) and positive (repulsive) approximation for the
Coulomb part of interaction. (Sometimes, it is called the “two square well model.”)
In analytical form the model potential can be written as:
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=V, + Ve, lw| < wp
Vw) = +Ve,  wp < |wl <we, (1.151)
0, lw| > w,

where w, is the cut-off frequency for Coulomb interaction and typically has the order
of w,,. We will see now how this potential works in the BCS model, where the energy
gap is determined by the well-known self-consistency equation [see Section (3.3.9)
in Part II of this book]:

L AEINE , ,
A(&)z—/V(E—f)%[1—2f(e)]d§, (1.152)

where € = /€2 + A%, N(£) is the electron density of states, and f (¢) is the electron
distribution function. In the simplest approximation (as we did above), N (§) is taken
to be constant in the whole range of integration:

N() ~ N(0) (1.153)
and A(€) is represented as:
Ay, §<wp
A(g) = Az, wWp f f f We . (1154)
0, §>we

Accordingly, integration in (1.152) will be split into two parts, yielding two functions:

’

M, = —fow dé-? [1 - 2f(e’)] , (1.155)
Mzz—/qucde—?[1—2f(e’)]. (1.156)

Then (1.152) becomes:
A My My A
= . 1.157

My~ (u— MM,
My = uM,
My = uM,
My ~ uM,

Here

(1.158)
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where we denoted A = N (0)V,, and ;r = N (0) V... For the linear homogeneous equa-
tion (1.157) to have non-trivial solutions, the determinant should be equal to zero:

My —1 My

My My—1|= 0, (1.159)
or, using (1.158):
— UAM\My — pMy — pMy + M, +1 =0. (1.160)
Substituting into (1.160) .
o= m (1.161)
we get:
AN=p"HM; = —1. (1.162)

Using the relation [1 — 2 f (¢)] = tanh(e/2T), and the fact that at the transition tem-
perature A; »/ T, < 1, we have:

wWp
M~ —In (1.137> , (1.163)

My ~ —In(we /wp). (1.164)

Then, from (1.162) and (1.163), one can determine

1
T. = 1.13wp exp [— (A >] (1.165)
— p*

where, as it follows from (1.161) and (1.164),

P 1
1—puMy, 1+ pln(w./wp)

1 (1.166)

(This logarithmic factor reducing the strength of the Coulomb repulsion is sometimes
called “Tolmachov’s logarithm.”) Typically, . = 1 and is material dependent, as is A
(see their definitions above and the discussion below). However, since w./wp > 1
(say, w,/wp ~ 10*73), In(w./wp) ~ 4 + 6, p* is almost independent on pu:

pw* ~ In"(we/wp) ~ 0.15 — 0.2. (1.167)

This universal value for p* is used customarily in scientific literature.
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1.9.5 Superconductivity at pp > A\, but A > p*.

As follows from (1.165), the Coulomb repulsion reduces the value of 7. compared to
the case when it is absent (i = 0). What is even more important: superconductivity
is remarkably present even in cases when the repulsion prevails at all frequencies: it
is tolerable to have

w> A (1.168)

and yet T, > 0 as soon as A > p*. This means that the condition (q, w) < 0 is not
mandatory for superconductivity. However, for some metals the detailed calculations
show that it is negative for certain values of ¢ and w: we will discuss it later. For
now, one can consider effective A defined by the Coulomb renormalization taken
into account, i.e., Aorp = A — p*, so that (1.165) has the same form as (1.121). This
redefinition of 7 is valid in the so-called weak-coupling approximation: A5y < 1.
It is interesting to explore how high the critical temperature can be in the weak-
coupling approximation. The exponential factor in this case is obviously small. High
values of T, can then be delivered only by the large values of the pre-exponential
factor. Recalling the elasticity theory, the frequency of ionic oscillation is given by
the relation

w'=—, (1.169)

where k is the rigidity coefficient related to the elastic forces reversing the ionic
excursion from the equilibrium position at oscillations, and M is the ionic mass. The
smallest mass among chemical elements corresponds to hydrogen, H. At ambient
conditions, as we know, hydrogen is a gas. However, it was predicted by Wigner
and Huntington in 1935 that at high pressures, hydrogen will convert into a metal.
In accordance with (1.169) wp of the metallic hydrogen may be very high, and
correspondingly 7. may be high enough to reach room-temperature level. Moreover,
there are expectations that the metallic state of hydrogen is metastable. A good insight
here is provided by diamond, which is a metastable state of carbon. If you heat a
diamond to high enough temperatures, it will come out of the metastable state and
readily convert into graphite, which has lower free energy. Reversing this conversion
is much harder: you should heat graphite to very high temperatures and squeeze it
before cooling it down momentarily to reach and keep the metastable diamond state.
One way of doing this is an arc-melting of graphite with droplets falling into water.
Another way is the pulsed laser processing of graphite. (These experiments may
deliver some small diamond specimens, but you will never get back your original
diamond so please do not risk it!)

Experiments with metallic hydrogen have not yet reached much fruition: the
required pressures are too high and yet to be conquered.®* However, squeezed

3At the time of preparation of the manuscript of the book a report appeared on achieving this
milestone at about 4 million atm pressure [P. Loubeyre, F. Occelli, and P. Dumas, Synchrotron
infrared spectroscopic evidence of the probable transition to metal hydrogen, Nature, 577, 631-635
(2020)].
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hydrogen-rich materials have been tried, and Eremets’ group reported in 2015 on
203K superconductivity in H, S, and then on 250K superconductivity in La Hjo (in
2019). This class of materials is called Superhydrides. Two International Workshops
have been held on these materials: one in Rome, in 2016, and one in Los Angeles, in
2017. There is a remarkably good agreement between the properties of these materi-
als calculated from first principles, and experimental results. This success is pawing
the road to room-temperature superconductors. The major problem with them is to
recognize which superhydrides may possess metastable superconducting states, and
then reach these states experimentally. There is no guarantee that it will be possible;
however, there is no show-stopper either. Meanwhile, the most important corollary
of this breakthrough to almost room-temperature superconductivity is in demonstra-
tion that superconductivity can win the competition over other instabilities, such as
charge density waves, spin density waves, etc. These and other instabilities have
been detected experimentally, and were considered as major prohibitions for occur-
ring superconductivity at the variation of solid state properties via various methods,
or for the success of mechanisms other than the BCS-mechanism, one of which we
will consider now.

1.9.6 Little’s Model of High-T, Superconductors and
Interplay Between w, p and A

In an attempt to increase the pre-factor in the expression for 7, of weak-coupling
superconductors above wp, a remarkable idea was expressed by Little almost imme-
diately after the BCS work. He found a way to justify the replacement of the ionic
mass M in (1.169) by the (much smaller) electronic mass m, thus reaching much
higher values for pre-exponential factor of T,. To follow Little’s idea, one should
recall that the above-discussed mechanism of resonant agitation of ions by electrons
in physics language means “lattice polarization by electronic motion”. However, in
certain situations, electronic motion can polarize the environment just electronically.
Consider, for example, a metallic nanotube decorated periodically by metallic nano-
islands (Fig. 1.22). Electrons of conductivity moving along the nanotube will repulse
electrons in the nano-islands, temporarily polarizing them due to their electronic
motion. Then, another conductivity electron in the nanotube will be attracted to the
first electron via this island polarization, thus creating a Cooper pair in the system.*
One can expect then much higher values of 7, in accordance with the expression

1
T, >~ wexp <—)\ > (1.170)
eff

4 Actually, Little considered a quasi-1D molecular structure with periodic placement of molecular
rings along the tranjectory of the conductivity electron; this nanotube example was brought to my
attention by Dr. A. Harutyunyan (Honda Research Institute USA, Inc.).
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Fig. 1.22 Decorated nanotube as an example illustrating Little’s model

where w is orders of magnitude higher than wp, in (1.165) [for simplicity, we dropped
the numerical coefficient in the pre-factor in (1.170)]. However, one should notice
that for the given values of A and p, the increase of w implies the increase of ;*:

* H

SR E— (1.171)
1+ pln(w /)

1

and this dependence of A.¢s on w reduces the 7. for large enough values of w. To
obtain the maximum of 7, one should substitute (1.171) into (1.170) subject to
Aefr = A — p*, and determine its maximum as a function of w. Suppose that @ is as
large as ep. From the condition d7,.(w)/dw = 0, it follows that:

_Tmax 2 1
w'e =epexp|——-———)|- (1.172)
Ap

What is very important is that the maximum of 7,(w) does not correspond to the
maximum of w, which in this case, is of the order of w, & eg. Rather, it is given by
(1.172), which is significantly smaller. Substituting (1.172) into (1.170) and (1.171)
subject to w, & e yields u* = \/2, and we have

4 1
T™ = epexp [— (X — —)i| . (1.173)
1

How high can this temperature be? We should keep in mind that (1.173) was
derived in the weak coupling limit: A < 1. Substituting A ~ 0.3 and p ~ 0.3 into
(1.173) we find 7" < ep exp(—12), ie., if e = 10° K, we get T"* < 0.6 K.
This interesting conclusion was derived by Cohen and Anderson (1971). Because
of the weak coupling limitation, we cannot choose higher values of A. If we were
able to substitute A ~ 1 into (1.173) and still keep p ~ 0.3, then we would arrive
at T = e/ exp(—1)—much higher than room temperature! This indicates how
important it is to have a valid expression for 7, beyond the weak coupling approx-
imation. Such a generalization is made based on the so-called Eliashberg model’
of superconductivity. In this model, as was revealed by McMillan (1968), the most

>This model in the weak coupling limit will be discussed in Sect. 5.1 of Part II.
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essential change occurs in the exponent of the expression for 7., which, in the first
approximation, we can represent as

McM __ - _ 1+>\
T, —wexp{ |:—)\—,u*(l+)\):|}' (1.174)

Introducing the renormalized interaction constant A* = A\/(1 4+ \), one can represent
(1.174) in the form
1
TMM — Gexp [— (—>] . (1.175)
)\* _ M*

Since \* does not depend on w, there is no need to take the derivative again to find
the maximum of T (%); one can just substitute \* for A in (1.172) and (1.173)
which yields:

. 2 1
STTMEM _ e [_ (_ _ 1 +2)} , (1.176)
A

and correspondingly:

T MeM — e pexp [— (i _1 + 4)} . (1.177)
A

If we substitute now A = 1 and px = 0.3 into (1.177), we find T/ /ep = exp(—=5) ~

6.7 x 1073, Thus, at ez = 10° K, we can expect above room-temperature supercon-

ductivity!

There is one related aspect we would like to discuss here: the possible range for
the parameters A and x. For Coulombic interaction, as soon as i exceeds the value of
1, one can expect ferromagnetism, according to Stoner’s criterion (in reality, ferro-
magnetism may occur even for smaller values of 11). For electron-phonon interaction,
A may be more than 1 for some metals, as shown in the table below.®

Metal Hg AmPb 45Big 55 Pb
A 1.6 2.66 1.55

These metals are not ferromagnets, but rather superconductors, which implies
1 < 1. Interestingly, in the physics of metals, there is a relation

4re?
—A:/d S (1.178)
: 1:(q,0)

SL.P. Gor'kov and V.Z. Kresin, Colloquium: High pressure and road to room temperature super-
conductivity, Rev. Mod. Phys. 90, 011001 (2018) [arXiv:1802.02296].
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from which one can deduce that, for these superconductors, the static dielectric
function e(q, w = 0) should be negative for some values of q. At first glance, one
may conclude that “the crystal would be unstable to spatial deformations”. However,
Kirzhnits proved in 1976 that such negativity does not lead to lattice instability.
Moreover, direct calculations by Dolgov and Maksimov (1978) revealed negative
values of €(q, w = 0) for certain superconducting metals. One can reciprocate this
philosophy and look for negative values of static dielectric function in prospective
high 7, materials. Ab-initio computations of decorated nanotubes performed by our
research group at Chapman U. (2018) can be regarded as first steps in the right
direction. We refer also to other studies, in particular by Smolyaninova’s group,
based on the same philosophy.

One last remark: McMillan’s formula of the type (1.174) works fine for A < 1.5.
For larger values of \’s microscopic equations yield one more interesting limit for

T.:
1,2
T.=0180(—— ) . 1.179
w<1+2.58u*> (1.179)

This expression was derived by Allen and Dynes (1975) via numerical calculations
(for p* = 0). Analytical treatment was performed by Kresin et al. (1984).

Thus, even leaving aside the opportunity-rich cuprate high-temperature supercon-
ductors, which are still “objects for themselves” despite the fact they were discovered
decades ago, we conclude that for the superconductivity based on traditional bosonic-
exchange mechanism, there is no actual limit on 7, from a theoretical point of view.
Experiments are bringing us closer and closer to superconductivity at ambient con-
ditions. I have almost no doubts that current generation of students will work with
room-temperature superconductors.



Chapter 2 ®
Exploring Superconductivity with I
COMSOL via TDGL Equations

In this Chapter, we will apply two very powerful tools to tackle rather serious,
advanced problems: COMSOL basic package and TDGL equations. Our first problem
will be exploring the Meissner effect in a superconducting disk. Depending on a single
parameter in TDGL equations, the dynamics of superconductors in magnetic fields
will be quite different: we will realize the existence of two types of superconductors.
Abrikosov vortices will come in almost effortlessly at COMSOL modeling. Two
different ways of treating 2D-models will be explained in detail. The second way will
allow simple-enough generalization to 3D tasks. Using it, we will consider dynamic
pattern of penetration of magnetic field into a 3D washer. All these problems will be
related to superconducting objects in an externally applied magnetic field. The next
group of problems will be related to current carrying superconducting strips. First,
we will consider the dynamics of phase slippage in thin superconducting wires: the
oscillatory regime at the DC current flow will be discovered and explored. Then,
we will treat the flow of current through a thin-finite width superconducting strip:
we will observe generation, propagation and annihilation of Abrikosov vortices and
anti-vortices. It will be shown that annihilation of vortices generates electric field
pulses. The next task will be related with the a close relative of Josephson junctions:
we will consider a Superconductor-Normal metal-Superconductor (SNS) junction in
a DC-mode and realize a state with periodic single-flux quantum (SFQ) generation.
The last task will be cloning of the SFQ pulses: application of an SFQ pulse to SNS
junction in the DC-mode will generate a single flux quantum propagating along the
junction and generate an SFQ pulse when leaving it.

Electronic supplementary material The online version of this chapter
(https://doi.org/10.1007/978-3-030-23486-7_2) contains supplementary material, which is
available to authorized users.
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52 2 Exploring Superconductivity with COMSOL via TDGL Equations

2.1 General Notions of TDGL Equations

Letus analyze TDGL equations, (1.107) and (1.120), alittle further before using them
for practical needs. In solving these equations we can use the most convenient gauge:
the choice of any gauge function x(x, y, z, t) shall not influence any physical results
since the equations are gauge-invariant (see Problem 9). From (1.113) it follows that
one can always choose a hypothetical gauge function x(x, y, z, #) in such a way that
p =0, i.e., ¢ will drop out from (1.107) and (1.120) and we will end up with a
system:

17 D T.—T v
T OV _ID i - [l L KOV, o
8T. dr 8T, T. 8(nT.)?
and o .
i=-17 |¥|* 2A — V6) — 0,A. (2.2)

As always in numerical computations, it is convenient to represent these equations
in a dimensionless form. Dividing (2.1) by n = (T, — T)/T,, we have

T O¥ wD
8T, ot  8nT.

2
(V —2iA)? ¥ — (1 — ﬂ) v =0, (2.3)

W2

where ¥ = \/ 8m2T.(T. — T)/[7¢(3)]. From here it is obvious that time will become
conveniently dimensionless if measured in units #) = 7/(8n7.), and the same will
happen with distance if measured in units /7D/(81T,). The latter unit is called
coherence length: ¢ = /mD/[8(T. — T)], since it characterizes spatial decay of the
¥ -function, which in turn describes coherent behavior of electrons in the Cooper
condensate. Thus, we will pass to the dimensionless time 7 = ¢ /#j, but we will not
use the coherence length ¢ for the similar purpose with the spatial coordinates. Taking
this into account, and denoting ¥ = ¥/ ¥, we can write:

g—f — €V = 2i€A* ¢ — (1 = [9P*) ¥ = 0. 2.4)
The reason for keeping ¢ in (2.4) is that the Ginzburg—Landau set of equations has
more than one characteristic scale for spatial variation of parameters characterizing
superconducting state. We will use the second such scale, which is the unit charac-
terizing the variation of the vector potential, i.e., the London penetration depth ;.
This characteristic length will follow from the current density equation (2.2). Using
Maxwell’s equation (in Gaussian units with ¢ = 1): curl B=47j =V x V x A,
and substituting this into (2.2), we find, temporarily dropping electric field term
(x A) and assuming ¥ = ¥ (i.e., ¥ = 1):
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2mioW?
VXVXA=—<7T00>A. (2.5)

c

Comparing (2.5) with (1.22), we can deduce that

1 27T20l1/02 _ 167%0(T, — T)

N2 7¢(3) 26

We notice in passing that A, (7') diverges at T — T, i.e., at that point the magnetic
field penetrates into the metal unrestrictedly. From now on, we will assume that A,
is defined by (2.6). [The quantity defined by (1.17) is typically called A, (0).] We
can thus represent (2.2) in the form:

1 .
VxVxA= _FMZ (A — V/2) — 41oA. 2.7)
L

Introducing dimensionless spatial derivatives via V. = \; V, we can represent (2.7)
in the form:

Vx ¥V xA=—[)p [A - 69/(2&)] — 4n)2A. (2.8)

Next steps involve denoting A =2¢A, multiplying (2.8) by 2¢ and obtaining

. S OA

VxVxA=—? [A——V@] — 4\l —, (2.9)
K ot

where k = A /€ is the so-called Ginzburg-Landau parameter. At this point, we can

also introduce the dimensionless time in (2.9), so that

OA 7¢(3) 8nT, DA
47 \2 = —, 2.10
i LUIOZ?T T 16740 (T, — T)U T 0T 2.10)
ie., B _ _
OA 14C(3) OA  _0A
daNlo— =" =5 2.11
T Latoar ™ or 7 or @1
so that (2.9) is representable as
.. S 1. A
VxVxA=—yP? (A—-V@) — 58—. (2.12)
K or

Turning back to (2.4), we can represent it now, for the 2 D-case, in the form:
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o o
5~ [@r¥ ik v (- v =o. 2.13)
or, equivalently, as
. 2
8—¢+<’—6 +A> Y — (1= P) ¢ =0, (2.14)
or K

Finally, dropping all tildes, and considering all variables and coefficients dimension-
less, we can present the system of equations in a form convenient for COMSOL.:

. 2
g_w - (iv +A) P+ (1= [P, (2.15)
T K
and 5A
o— ==V xVxA—)? (A—1V0> . (2.16)
or K

Since v is a complex function, (2.15) consists of two equations for two scalars: ||
and 6, or, alternatively, real and imaginary parts of 1):

Y =) + iy = Rerp +ilmap. (2.17)

The latter is more convenient for solving these equations. So we need to separate
the real and the imaginary parts of the i-function. Then, in the 1 D-case (space = x,
A, = A), one can represent the system of equations as

. 1
¢1 = ; (wl.xx)

2
+2 (A0 + % (A) — b1 (A%) £ b — by (24 03).  (218)

. 1
¢2 = (¢2.xx)
K

2
—— (A - % (A) — 2 (AY) +1ho — o (V] +43),  (2.19)

P 24 2 :
oA= K Wathrx = 1) = (¥ +13) A = Jo, (2.20)

where jj is 47 X (current density).
For the 2D-case (A, = A, A, = A»), the equations are:
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. 2
= % (V1ax + Y1) + - (Arhas + Asthy) + % (Arx + Asy)

—1 (A} 4+ AD) + 1 — o (@2 + 42, 2.21)
. 1 2
1/12 = ? (wZ.xx + wZ.yy) - ; (Al'lljl.x + A2'l/)1.y) — % (A],x + A2.y)
—ty (AT + A2) + o — o (V] +43) (2.22)
. 1
oAL = —— 2rx = i¢2a) — (V7 +3) Ar + Ay — Assy, (2.23)
. 1
oA = - (Vathry — ithay) — (V] +03) Az + Asx — Al xy. (2.24)

In the 1D-case, the current density is a parameter of the problem (it cannot
change along the superconducting wire and is given by boundary conditions which
can be time-dependent), while in the case of higher spatial dimensionality, the cur-
rent density can vary in space, so j should be determined by the Maxwell equation
j = curl B =curl curl A. For example, in the 2D-case, the x- and y-components of
curl curl A are substituted into (2.23) and (2.24) instead of jj in (2.20). Naturally,
boundary and initial conditions should be specified to solve these equations.

2.2 Disk in a Magnetic Field: Ginzburg-Landau Approach

Let us re-consider the problem which was solved in the previous chapter: a disk in
a homogeneous external magnetic field orthogonal to the disk’s surface. This time,
based on TDGL, we will be able to track its dynamics. It will deliver astonishingly
more information compared to London’s approach.

Go to Model Wizard and Select Space Dimension 2D. Next, in Select Physics
window, double click on Mathematics, double click on PDE Interfaces, and then on
General Form PDE(g). You will see the Field name: u in Review Physics Interface.
Since we have four equations for four variables, you can choose Number of dependent
variables 4. That will lead to a matrix form representation of equations. It is sim-
pler to keep the scalar form of representation, and to keep the default value 1
in the window. Double click on General Form PDE (g) four times. Then click on
Study and choose Time Dependent, and click on Done. The Model Builder will
come up. Let us introduce Parameters in Global Definitions. Since the (2.21)-(2.24)
are dimensionless, we can ignore dimensionality specifications while doing this
(that will cause some formulas in COMSOL be colored yellow, which, unlike red
colored ones, are tolerable). Insert Ry = 5 as the disk radius, kappa = 4 as the
Ginzburg-Landau parameter x, sigma = 1 as the conductivity o of normal elec-
trons, B, = 0.9 as the external field value, and 7y = 200 as the calculation time.
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Right click on Geometry, and choose Circle. In the Radius window of Settings
insert RO. Click Build Selected. The file is now ready for insertion of (2.21)—(2.24).
Click on the General Form PDE 1 in General Form PDE (g) area. Then click and
open the Equation in Settings window. Recognize that in our notations ¥ = u,
Yy = u2, Ay = u3,and A, = u4. Insert (2.21) as shown in Fig.2.1. Similarly insert
equations (2.22)—(2.24), as shown in Figs. 2.2, 2.3, and 2.4. Now, when equations are
in order, we need to deal with boundary conditions. Physically, the following con-
ditions should be imposed. There should be no current crossing the boundary of the
disk. Not only total current density, but both superconducting j, and normal j,, current
densities should not have normal components at the boundary of the disk with vac-
uum. That means j; - n|- = 0 and j, - n|- = 0 on the boundary C of the disk. One
more condition is that magnetic field should be continuous, i.e., curlcurl A|, = B,.
This last condition is satisfied by our choice of I'-matrices in equations PDE 3(g3)
and PDE 4(g4) and Zero Flux default boundary conditions since z-component of
curlcurl Ais 0A,/Ox — OA,/0Oy. Let us discuss boundary conditions in the first two
equations. Conservative flux in PDE (g) and PDE 2 (g2) is equal to const - Vi), and
const - Vi, correspondingly. So in view of Zero Flux default boundary conditions,
jointly they will satisfy the equation Vi) - n = 0. Obviously from here one can expect
W*Viy —yVy*)-n = 0. For j; -n|. =0, as follows from (1.115) and (1.116),
one should require also A - n|- = 0. That requirement will automatically satisfy the
condition j, - n|s = 0. Indeed, in our gauge E = —0A/0t. Also, j, = oE. Then
A -n|c =0 imposes JA/0t-n|. =0 and E - n|c =0, so that j, - n|- = 0. Thus,
implementing A - n|- = 0 will yield satisfaction of physically reasonable require-
ments on superconducting and normal currents. The problem is that we used already
all the entries for boundary conditions in our equations. For that purpose a trick was
invented by researchers,! which we will use now. It involves entering one more equa-
tion of the type of the previous four equations, and accordingly, the fifth variable u5.
To fulfill this goal click on Physics tab, then on Add Physics. On the right side of the
screen, Add Physics window will open. Double click on Mathematics, then double
click on PDE Interfaces, and then on General Form PDE (g). A fifth equation will
appear in the Model Builder. You can close the Add Physics window now. Under
General Form PDE 5 (g5) click on General Form PDE 1. In the definition of the I"-
vector insert instead of default —u5x and —u5y correspondingly u3 and u4. That
will enforce the condition A -n|- = 0. Insert u3x + udy + u5 for f, and change
default value of d, to zero. It is then a stationary equation of the type u5 = 0 for
u5, with matching initial value 0, so the trivial u5 = 0 will always be its solution.
At this point the created code should be able to generate solutions. Save the file.
Try to press Run. The program will not run! That is because after adding the fifth
equation the Study Time Dependent should be inserted again. Click on Study tab,
it will open in the right side of the screen, choose Time dependent by double click-
ing, so that it will appear in the Model Builder. Then the Study option will become
available. But the solutions will stay at zero level. That is because all the initial

ITo the best of my knowledge, this approach was first described by T.S. Alstr¢m et al. [Acta Appl.
Math. 115(1), 63-74, 2010].
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Fig. 2.1 Equation for the real part (= u) of the wave function ¢ in COMSOL

conditions by default are zero. So let us change one of them, making the real part
of v in General Form PDE 1 equal to one: 1); = 1 at t = 0. Let us also change one
more default: in Study 1 in Model Builder, click on Step 1, Time Dependent, and
then in Settings, in Times, replace in the range last 1 by ¢0, so that it reads now
range(0, 0.1, £0). If you run Study now, it will generate nonzero results. However,
all default five plot Groups will plot correspondingly functions u, u2, ..., u5. Rather,

we would like to plot density of Cooper pairs, which is 17 + 3. To reach this goal,
double click on 2D Plot Group 1 in the Model Builder, then click on Surface. Find
Expression in Settings window, and replace u by u™2 + u2"2. Click on Home tab,
and then on Compute command. After the computation is successful, change time
in Settings window. For different values of time, you will see evolving pattern of

single flux vortices, so-called Abrikosov vortices.> The quality of the solution can
be enhanced by choosing a finer mesh. Double click on Mesh 1 in Model Builder,
and switch Normal to Extra fine. It will be a bit longer run, but most computers can
do it fast. To view the result for a desired time, go again to 2D Plot Group 1, then in
Settings choose the required time (the default will be 0). The plot at Time (s): 100 is
shown in Fig.2.5.

2Tn 2003, Alexey Abrikosov received a Nobel Prize for this remarkable result which he obtained
analytically decades before. With the help of COMSOL you can replicate Nobel Prize results in
less than an hour! Interestingly, L. D. Landau, Abrikosov’s supervisor, initially did not believe that
the solution is physically plausible, and for years the results remained unpublished.
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Fig. 2.2 Equation for the imaginary part of the wave function v (=u2)

Since we have determined the whole set of variables v and A, we can now plot also
the current density vectors. For that right click on 2D Plot Group 1 in Model Builder,
and choose Arrow Surface from the pop-up window. Then click on Arrow Surface 2
and start working in Setting window. You need to insert curl curl A for the j-function.
The components view of that is shown in Fig. 2.6. Corresponding plot after zooming
in is displayed in Fig.2.7. At this point, one should pay attention: the current vectors
have opposite signs at the circumference of the disk and around the vortices. This is
because of a topological difference: on the circumference, they screen the interior of
a superconductor from the external field, and in the case of vortices, they screen the
superconducting exterior from the internal field.

We can now create an animation which will show the dynamics of the vortex
creation, propagation and set-up of the stationary state. Click on 2D Plot Group 1.
In the right corner of the screen, click on Animation icon and choose File. Then,
in Setting window click on Output and choose AVI. Click on Browse and insert a
file name, then save it. Scroll down to the Frames section and change then number
of frames to 500. At the very bottom of the Setting window, open Advanced, and
uncheck Synchronize scales between frames. After that, click Export at the top part
of Settings. That will create a video for you which you can play via Windows player.
You can always make a higher quality animation by changing the settings in Settings
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Fig. 2.3 Equation for A, (=u3)

window—that needs no comments here. This is a very useful tool for exploring
the results of your modeling. Alternatively, you can command COMSOL to show
you the results of computation during the computation. For that double click on
Study 1 in Model Builder, and then click on Time Dependent. Move to Settings
window, click on Results While Solving and enable Plot. Click Compute. You will
see the evolving solution on your screen. Though it will take longer to accomplish the
task. To minimize the time, reset the Times in Settings: replace range(0, 0.1, t0) by
range(0, 1, t0). That will have no influence on accuracy of solutions (COMSOL uses
its internal time steps for finding solutions and time steps in range (0, timestep, t0)
to generate visual frames), but will accelerate the overall execution of modeling.

After the code is tested, you can start exploring superconductivity. The following
two problems will be steps in that direction, but you can do much more if you are
creative.

Problem 11 Make sure that the vortex feature shown in Fig. 2.5 only occurs
when the Ginzburg—Landau parameter kappa is large enough. Find the crit-
ical value of kappa below which vortices do not form. Find the dependence
of that critical value on the disk radius.

Tip: for an infinitely large disk, the value of kappa is 1/5/2. See Part II of the
book, Sect.3.2.4.
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Fig. 2.5 Vortex pattern at time = 100
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Fig. 2.6 Components of current density j, = u3yy — u4xy and j, = udxx — u3xy and resulting
plot at Time = 100s
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Fig. 2.7 Opposite rotational direction of current density vectors
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Remark Superconductors with k < 1/+/2 are called Type I superconductors.
Superconductors with x > 1/+/2 are called Type II superconductors.

Problem 12 For a given value of kappa, find out what happens when the
magnetic field B, is increasingly larger. Is there a difference between Type |
and Type |l superconductors?

Tip: start with small values of B, << 1 and reach values greater than 1.

2.3 Disk in a Magnetic Field: Simpler Approach to
Boundary Conditions

The reader probably concluded from the previous section that equations are pretty
straightforward to write down for a given problem. At the same time, the boundary
conditions are more subtle and require higher level of effort. Using the same simple
example of a superconducting disk, we will introduce now another approach with
TDGL and COMSOL which evades the major problems with boundary conditions.
The equations themselves will take the burden of treating the formalities at the
superconducting boundary.

Imagine a superconducting volume surrounded by a non-superconducting, non-
magnetic material, which has very poor conductivity. The presence of this surround-
ing material will have no influence on the physical effects that the magnetic field will
generate in the superconductor. We will require that the -function be zero in the
non-superconducting material by setting appropriate coefficients in TDGL equations
to be zero:

o |: i 2 2
— =vol(x,y,2) | — <—V + A) +1 =1 |, (2.25)
or K

where the vol-function is defined as

1, if (x,y,z) € superconductor

vol(x, y,z) = { 0 otherwise

(2.26)

Boundary conditions for the -function at the outer surface will naturally be set to
zero via Dirichlet boundary condition

w|external surface — 0. (2.27)

The A-function will be non-zero everywhere, and the only boundary condition for it
will be the continuity of the magnetic field at the outer surface:
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Label: Parameters 1 =]

¥ Parameters

L

Name Expression Value Description
kappa 4 4 GL-parameter
sigma 1 1 conductivity
Ba 0.9 0.9 external field
R 7 7 external disk radius
r 5 5 internal SC disk radius

Fig. 2.8 Parameters

curl A|external surface — B, (2.28)

For simplicity, we will consider a superconducting disk with a radius r, and a sur-
rounding material with a circular symmetry with radius R, though they both may
have arbitrary shapes—that is not an issue for COMSOL at all.

Let us now implement this strategy with COMSOL. Again, open and save a
COMSOL file with four time-dependent general equations repeating the initial steps
described in the previous Section. However, in Parameters, insert both superconduct-
ing disk radius r, and external box radius R (Fig.2.8).

In Model Builder, under Component 1, right click on Definitions, and in the pop-
up window, choose Functions and click on Analytic. In the Setting window, Label it
Volume Factor for SC and give it the Function name vol (of course, choices here are
arbitrary). Then define it via Boolean operator in the Expression window, as shown
in Fig.2.9. You can now use this function in the first two equations, for u = Re 1)
and u2 = Im ) (Fig.2.10).

Next, we should deal with initial and boundary conditions. Initial values should
be set to zero for all functions except u, which should be taken equal to vol(x, y).
For boundary conditions, we should set up Dirichlet conditions (2.27) for the -
function. For that, in Model Builder window right click on General Form PDE (g),
and in the pop-up window, choose Dirichlet Boundary Condition. It will come with
default value u = 0, which is what we need, but you should still specify to which
boundaries it should be applied in Settings window. For that, hover the mouse arrow
over each quarter of the external circumference in the Graphics window, and as soon
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Fig. 2.9 Definition of the vol-function
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Fig. 2.10 One of TDGL equations with the vol-function inserted. The second one is processed
similarly

as the color of the line becomes red, click on it. It will change color to blue, and the
number will appear in Boundary Selection window in Settings. You should get there
boundary numbers 1, 2, 5, and 8. The same procedures should be performed for the
second equation, for u2. For the last two equations, nothing should be done: default
zero Initial Values and Zero Flux conditions at the boundaries 1, 2, 5, and 8 will do
the job. Before clicking Compute, do not forget to set up the computation time to
100 or 200 by clicking on Step 1: Time Dependent under Study 1 in Model Builder.
Also, in Results, under 2D Plot Group 1, in Surface change the Expression u# by
u"2 + u2"2 to plot the density of Cooper pairs. The resultant pattern is shown in
Fig.2.11 for Physics-Controlled Extra fine mesh.
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Fig. 2.11 Evolution of vortices at Time = 200

In this case also you can make an animation, add current density vectors, etc.,
in the same manner as was done in the previous Section. This approach is even
more useful for higher complexity problems, like penetration of magnetic field into
a 3D-washer, which we will consider next.

2.4 Penetration of Vortices into 3D Washer

We will consider now a 3D superconducting washer with height Ay, radius ry, and
a cylindrical cavity with radius r;, surrounded by a poorly conducting nonmagnetic
substance (cylinder with height Z, and radius Ry), Fig.2.12.

Magnetic vector of the external field is along the z-axis and is equal to BS. London
penetration depth corresponds to the unit of length: A\, = 1. For this task, we will
use the same approach outlined in (2.25) and (2.26). Naturally, (2.21)—(2.24) should
be “upgraded” to the 3D-case. Upgrading is straightforward:
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Fig. 2.12 Geometry of 3D washer surrounded by a nonsuperconducting medium. Some boundary

surfaces are removed to expose internal details

. 1
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- (wf + Q/}%) A3 + A3.xx - AIsz + A3yy — AZ.yz-

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)
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These equations should be used for COMSOL modeling of the problem. We will use
the coefficient form PDE system for ¢, and v,, and general form PDE system for
the components (A, A;, Az) of the vector potential. The vol(x, y, z)-function will
be used similarly to the previous task.

Open anew COMSOL file. Open Model Wizard and Select Space Dimension 3D.
In Select Physics, double click on Mathematics and then on PDE Interfaces. Then
double click on Coefficient Form PDE (c). In Review Physics Interface, set the
Number of dependent variables to 2. Then, go back to Select Physics and dou-
ble click on General Form PDE (g), and in Review Physics Interface change the
Number of dependent variables to 3. Then, click on Study, and choose
Time Dependent. Click on Done. By clicking in Model Builder on Coefficient Form
PDE 1 and on General Form PDE 1, you can make sure that in the Settings win-
dow the variables are u#1 and u2 (for v, and ) and u3, u4, and u5 (for A, A,,
and Aj). Save the file before continuing. It is a good idea to keep saving it period-
ically for not losing the job by accidental crushing. Next, insert Parameters under
Global Definitions, as shown in Fig.2.13.

We now need to introduce geometrical objects for modeling. Right click on
Geometryl under Componentl and call-in Cylinder three times. Then click on
Cylinderl and insert 70O and A0 for its radius and height in Settings window. Also
replace 0 by —h0/2 in the z entry field under Position for the center of the cylin-
der to be at the center of the coordinate system—not mandatory, but worthwhile.
For the Cylinder2 and Cylinder3 insert in a similar way RO, Z0 and —Z0/2 and
correspondingly r1, #0 and —h0/2. Next, we need to create the hole to have a
washer. For that, right-click on Geometryl, highlight Boolean and Partitions, and
click on Difference. This will open two windows in Settings: Objects to add and
Objects to subtract. Obviously, we need to subtract cyl3 from cy/1. However, if you
hover the mouse over the drawings in the Graphics window, the boundaries of the
external cylinder will shutter the view of the internal cylinders, and you will not be
able to choose them. There are different ways to overcome this obstacle. For exam-
ple, you can click on Select All button in the raw over the graphic, or, alternatively,
click on the background of the Graphics window and use the “Ctr+A” command on
the keyboard. You will see all three cylinders appear in the Objects to add window.
Highlight cy/2 and click on “—" in the right column. Do the same with cyl3. Next, go
to Objects to subtract, and make it active by clicking on the left mouse button. Again,
click on the Graphics background, and use “Ctr+A” command. Delete cy/1 and cy/?2.
Click Build All Objects: you have now the washer defined as a difference. To see the
washer click the Transparency button in the Graphics window (see Fig.2.14). There
is, however, another way which is more effective, and will serve to more goals, so
we will introduce it now. In the Graphics window, deselect Transparency, and also
click on Select None. Then, in the same window, click on Click and Hide so that it
will become active, then click on Select Boundaries. Hover the mouth over the top
lid of the cylindrical box (it will change color) and click on it (it will disappear—if
not, then click on View Unhidden). You can consecutively click on other boundaries
to remove as many as you want, and when done, deselect Click and Hide by clicking
on that icon again. After that you can grab the picture by the mouse and rotate it to
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Settings

Parameters
Label: Parameters1 §|
¥ Parameters

" Name Expression Value Description

RO (12 |12 | box radius

20 (10 |10 | box height

0 (10 |10 | washer external radius
h0 |2 12 | washer height

kappa |4 4 | GL-parameter

sigma 1 1 | normal conductivity
Bz0 |0.5 105 | magnetic field

epsi |0.01 10.01 | cut-off parameter

LL (1 1 | London depth

il |2 |2 | washer internal radius
t0 |150 1150 | study duration

delta_t |0.01 10.01 |time step

Fig. 2.13 Parameters for modeling

the most informative angle, see, e.g., Fig.2.15. You have access now to all domains,
so that if necessary, you can add Objects to the Differencel by making Objects to add
active and clicking on the plotting.

We are now at the stage where we can start inserting equations. First, we
need to introduce the vol(x, y, z)-function discussed above. For that right-click
on Definitions under Components in Model Builder, select Functions, and click on
Analytic. In the Settings window Label it Volumel and type in the Function name
vol. Setitup by a Boolean expression, as shown in Fig. 2.16. Also, type in Arguments
X, y, z and set Manual derivatives to zero as shown in the same figure. Now we can
insert all the required coefficients in the first and second matrix equations, as shown
in Figs.2.17 and 2.18. One can notice that we added a small number epsi = 0.01 to
the time derivative coefficient d, in the General Form PDE, which will allow com-
putations in regular manner outside of the superconductor volume. The coefficient
d, in the poor conducting material can be arbitrarily small but finite. You can reduce
parameter “epsi” (Fig.2.13) until no influence on solutions is noticeable.

We need to deal now with boundary conditions, which we will do in a way similar
to the previously considered disk’s case. In the Coefficient Form Equation, we will
introduce Dirichlet boundary condition, and require v to be zero on the external
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Fig. 2.14 Visualizing superconducting washer inside its inclusion is via transparency mode
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Fig. 2.15 Optimizing the viewing angle

boundary. All we need to do is to right-click on Coefficient Form PDE (c) and then
click on Dirichlet Boundary Condition—by default it comes in with zero values at
boundaries, but we need to specify these boundaries. Go to the Graphics window
and click on visible boundaries first; you will get 3, 11 and 16 in the boundary
selection window. Then click on the icon View Hidden Only and you will add hidden
boundaries also. You may now click on View Unhidden icon to come to the display
shown in Fig.2.15.

We can proceed now to the second system. Our task is to set up such boundary
conditions for the volume that, in absence of the superconducting washer, the field
will be homogeneous and directed along z-axis. This can be done with the boundary
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Fig. 2.17 First two equations in the system
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Fig. 2.18 Next three equations in the system

conditions for the A-potential: A = —B?y/Z, Ay = B?x/Z, Az = 0. These values
should be included into the Dirichlet boundary conditions, which should be called-in
as in the previous case, with the same choice of boundaries. The resulting layout in
this case is shown in Fig.2.19.

Initial conditions are simple. As in the case of the 2D-disk, we will choose
P = vol(x, y, z), and 12 = 0. For the A-function, all the initial values can be taken
to be zero. They are zero by default, so all we need to do is to insert Initial Values
in the first system and keep the second one untouched. Let us deal next with Mesh.
Find it in Model Builder, right-click on it, and delete. Start building it from scratch:
right-click on Component! and click Add Mesh. Then click on Element Size and
switch from Normal to Finer. Then click Build All to see the results. It is prefer-
able to make smaller mesh sizes on the superconducting disk. Right-click on Mesh1,
and call-in Free Tetrahedral, then rename it Superconductor for clarity. Right-click
on Superconductor and call-in Size which will appear as Sizel. Click on Size 1
and switch entire geometry to Domain. We need to choose domain 2. For that
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change Geometry entity level from Entire geometry to _Domain, then from Manual
to All domains, and delete domain 1. Remaining domain 2 will become blue out-
lined in Graphics window. Now change Normal to Extra fine in the Element Size.
Click Build All to see the results (Fig. 2.20). Click on Superconductor to make sure
that it has Geometric entity level Remaining. Save the file and run it to make sure
if nothing is wrong with it. If no errors are coming up, then you inserted every-
thing correctly, and now can fine-tune your code. Note that when the program ends
running, in Results section of Model Builder two groups appear: 3D Plot Group 1
and 3D Plot Group 2. Delete or Disable Group 2, and modify Group 1 to exhibit
info which is more informative than the default Slicing. Double click on Group 1
and delete Slice 1. Then right-click on Group 1, and call-in Surface. In Settings

window, under Expression, insert u% + u%, i.e., density of Cooper pairs; you may
want to insert that title into the Label window instead of Surfacel. Then click
Plot. You may want also to see the configuration of magnetic induction B = curl A
on the same plot. Right-click on 3D Plot Groupl and call-in Arrow Volume. Insert
expressions for By = u5y —udz, By = —u5y + u3zand B, = u4x — u3y into win-
dows for X, Y and Z components. You may also be interested in the current den-
sity distribution j = curl curl A in superconductor. Right-click on 3D Plot Group 1,
and call-in one more Arrow Volume. Insert j, = udxy — u3yy + uSxz — u3zz,
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Fig. 2.20 Fine meshing of superconducting washer

Jy = —udxx +udxy +uSyz — udzz, j. = —udxx +u3xz — uSyy + u4yz for the
corresponding components in Settings window. We also recommend you increase the
number of grid points to 25, 25, 17. Click Plot to obtain the picture shown in Fig.2.21.
To have titles as in Fig.2.21, click on Title for each subentry in 3D Plot Groupl,
switch Automatic to Manual, and enter the relevant text. We can extend now the evo-
lution time to see the vortex dynamics. In Study, click on Stepl: Time Dependent,
and change range in Times to range(0, 0.01, 50). After the run is finished (it may
take hours), you can create an animation in the regular way described previously.
The animation, as well as this COMSOL file, can be downloaded from the Springer
website for this book. The website also contains a COMSOL Executable file, which
you can run on your computer (Windows or Linux), change parameters, and explore
solutions without having COMSOL installed. The final picture corresponding to
Time t = 50 is shown in Fig.2.22. Running this file will require at least 16 Gb of
RAM.

2.5 Dynamics in Current-Carrying Superconducting Wires

We accumulated enough knowledge in COMSOL and superconductivity to be able
to easily consider the current-carrying states in superconducting 1D wires. In the 1D
case, the equations, as we mentioned above, are (2.18)—(2.20) for the variables v,
1, and A, with jj as a parameter.

Open Model Wizard, Select Space Dimension 1D, open Mathematics,
PDE Interfaces, and double-click on General Form PDE (g) three times. Then click
on Study, and choose Time Dependent in Select Study. Click on Done to get
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to Model Builder. Right-click on Geometry and insert an Interval. In Settings
for Interval, insert Coordinates —L, L. In Parameters insert Ly = 10. Ignore
units everywhere, since our equations are dimensionless. Insert also other param-
eters, as shown in Fig.2.23. Start composing equations. In General Form PDE 1
insert I'= — ux/kappa™2 and f = 2 % (u3 *x ux)/kappa + (u2 x u3x)/kappa —
uxu3)2+u—u@w2+ u2)2). In General Form PDE insert I'=— u2x/
kappa™2and f= — 2 x (u3 * ux)/kappa — (u * u3x)/kappa—u2 x (u3)2+u2 —
u2(u"2 4+ (u2)"2). In the third equation, set I' =0, f = (—u2 *x ux + u * u2x)/
kappa — (u™2 + u2"2) *u3 — jO, and d, = sigma. Initial Values may be set to
u=1, u2 =0, and u3 = 0. That corresponds to the absence of current at the
initial moment. The boundary conditions depend on the material of the banks to
which the wire is touching with its ends. In the case of massive superconduct-
ing banks, we will consider |¢| = 1, and the normal current A equals zero at
the end-points. Correspondingly, we will choose Dirichlet boundary conditions:
u=1 and u2 = 0 in the first two equations’, and u3 = — ;0 in the third equa-
tion. The latter follows from (2.20). To implement these conditions right-click
on General form PDE 1 (g) and choose Dirichlet Boundary Condition in the pop-
up menu. Then in Graphics window hover the mouse over the end points, and
as soon as they change color to red, click on them: they will become blue, and
1 and 2 will appear in the Boundary Selection window at Settings. Do the same
in General form PDE 2 (g2). Similarly, insert —j0O in the prescribed value of u3
in Settings for Dirichlet Boundary Condition for General Form PDE 3 (g3). Next,
click on the Mesh and switch Normal mesh to Extra fine. Now, we can test run
it, after saving the file. If no mistakes, it will run for a short time (we have not
yet set the evolution time to #0). After checking for mistakes, click on Study 1,
Step 1: Time Dependent, and in Settings, set range to range(0, 0.1, t0). Before run-
ning, go to Results, double-click on 1D Plot Group 1, and click on Line Graph 1,
then, in Settings window, change Expression to u"2 + u2"2, i.e., to Cooper pairs
density. The result of computation is shown in Fig.2.24. This obviously requires
some analysis. To start the analysis, let us create an animation. Click on Results tab,
then click on Animation and choose File. In Settings window switch GIF to AVIL.
Then Browse and choose the name of the file and its location. In Frames per second,
insert 20. Number of frames set to 500. Finally, click on Export. Be patient: typi-
cally, the animation takes longer time than the computation itself. When it is done,
watch the video. It immediately becomes clear that a time of 300 is not long enough;
make it 1000 and repeat the computation and animation. You do not need to create
a new animation, just click on Animation | in Results after computation is over.
Clearly, the density of Cooper pairs periodically turns to zero at the middle of the
wire. Another way to see more oscillations during shorter time-span is to increase
the current; no need to increase by much, as changing jy from the chosen value 0.4
to 0.41 will make a significant difference.

It makes sense to trace the behavior of superconducting current simultaneously
with the dynamics of pair density. Instead of supercurrent, it is easier to deal with

3 Alternatively, and more accurately from a physics standpoint, one should choose u’ = 12’ = 0.
Try this option by using the default boundary conditions.
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sigma |1 1L | normal conductivity

kappa 104 04 | GL parameter
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Fig. 2.23 Initial set of problem parameters
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Fig. 2.24 Modulus square of the wave function ) at different moments of time
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the dynamics of normal current j, = —oA. Knowing j, will immediately pro-
vide information on j, since j; = jo — j,. To implement this, double-click on
1D Plot Group 2, then click on Line Graph 1 under it. In the Expression window
in Settings insert —sigma * u3t. By default, after computation, COMSOL will
plot 1D Plot Group 1. So click on 1D Plot Group 2 to see the normal current plot,
Fig.2.25. The spikes in this figure reveal insufficiency of the mesh size: it should
be smaller in size. Click on the Mesh. In Settings window you will see that it
is Physics-controlled (by default). Above we switched it to Extra fine which was
enough for the Cooper pair density description. However, it will not be enough
for a description of the current even if you switch it to Extremely fine size. You
can try it: the picture will still have these unphysical spikes. Don’t give up. Switch
Sequence type in Settings to User-controlled mesh. In Model Builder click on Size
under Mesh 1, and then in Settings set the Maximum element size to 0.02. Also,
set maximum element growth rate to 1. The result of Computing after that action
is shown in Fig.2.26. What is interesting here is that the values of the normal cur-
rent exceed 0.4, the value of total current jO, Fig.2.23. As follows from Fig.2.26,
Jn exceeds 0.45 at some moments of time in the center of the wire. That means
that, at these moments of time at these spatial points, the superconducting current is
negative, i.e., the supercurrent flows in a direction opposite to the direction of total
current! It is worthwhile to plot j; and j, together, animate them, and display syn-
chronously with |¢|>. To implement this, right-click on 1D Plot Group 2, and call-in
Line Graph. Insert in the Expression jO + sigma * u3t (which is the j;), and also
in the x-Axis Data change the default Arc length to Expression, and insert x for
Expression. Then click Plot. You will get the plot shown in Fig.2.27.

Animation should be done for the 1D Plot Group 2. You probably noticed that with
this mesh, the plotting requires a rather long time. So meshing should be improved so
as to have majorly smooth curves with satisfactorily fast speed. You can consecutively
increase the mesh size and reveal that even for a mesh size as large as 0.1, the quality
of the current curves is still satisfactory. You may want to use that mesh for animation.
To fulfill our task of plotting both currents and the Cooper pair density, we need to add
one more curve to the plotting, i.€., the curve corresponding to ¥7 + 13. This could
be done in the manner with which we added j; to 1D Plot Group 2. However, there
is an easier way: since 1D Plot Group 1 already contains the desired curve, highlight
it with your mouse, then drag it and drop in 1D Plot Group 2. After that, you can
even delete the empty 1D Plot Group 1, so that COMSOL will plot 1D Plot Group 2
after the next computation is over. The excerpts from the animation* at different
moments of time are shown in Fig. 2.28. In Fig.2.28, we have chosen j, = 0.41 and
to = 150; other parameters are similar to those in Fig.2.23. To see the results while
computing, open Study, click on Time Dependent, then, in Settings window, open

4Sometimes you may have problems with the animation: the software may complain that at least
one frame is required for animation and rejects your Export request. When that happens, in Settings
window, in Time selection, instead of All there will be From list, without available option of
changing it to All. In such cases delete the Animation under Export in Model Builder, and construct
animation from scratch again.
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Fig. 2.27 Normal and superconducting currents at different moments of time. Superconducting
current becomes negative in the central region of the wire for some moments of time

Results While Solving, and enable Plot. After that, click on the Plot Group which will
be visible in the Graphics window, and in the Settings window, under Time selection,
switch from All to Last. Then you can compute. One more small secret: to see the
time which corresponds to the plots, you need to click on one of the Line Graphs
under the 1D Plot Group, then, in Settings window under Legends, make sure Show
legends is enabled, Legend itself is Automatic, and Solution is checked in. As soon
as the Computation is started, legend will indicate the time variable. Keep in mind
that the 1D Plot Group you are interested in plotting should also be chosen in Study,
Time Dependent: under Results While Solving, choose the appropriate Plot group.
You should have no problem with plotting then. You can also choose the place in
the graph where the time label appears: click on 1D Plot Group of interest, then in
Settings window open Legend, and under Show legends (which should be enabled)
choose the desired Position.

Problem 13 Using COMSOL, compute the voltage across the thin supercon-
ducting wire in oscillatory regime considered above and plot it as a function
of time.

Tip. Use the fact that in our choice of gauge with ¢ = 0, the electric field E is
—0A/0¢.

Solution to Problem 13

In Results of Model Builder right-click on Derived values, and in the pop-up menu go
to Integration, and choose Line Integration. In the Graphics window, hover mouse
over the line, and click on it to get number 1 to appear in the Active window of
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Fig. 2.28 Dynamics of PSC dash-dotted line—|¥ |2, dashed line— j;, solid line— j,,

Settings. In the Expression window below it, leave only one entry: make it —u3t,
which corresponds to E = —9A /0. Since the line integral [ Edl corresponds to the
voltage across the line, we can now plot it as a function of time to reach our goal.
First, click on Evaluate to compute its values. That operation will create Table 1,
which in principle you can export and plot, say, by Origin. However you can plot it
within COMSOL directly. For that there are two ways. The fastest is to locate the
icon Table Graph in the Graphics window. Below it you can see the Table 1 itself.
Double-click on that icon, and the desired plot will appear. You will also notice
the appearance of a new 1D Plot Group, with Table Graph 1 inside. Alternatively,
you could have called it by clicking, say, on 1D Plot Group 3, which by default is
for the variable u3, then delete Line Graph 1 under it, right-click on it, and call-in
a Table Graph from the pop-up menu. You will obtain the same plot as before as
soon as you click on Plot in Settings window. Keep in mind that the table should be
visible under the Graphics window; if not—you need to first Compute the data. The
resultant voltage is shown in Fig.2.29.

Remark 1 We can see from Fig. 2.29 that voltage is an oscillating function of
time despite the current is kept constant. Moreover its average value is non-
zero—that’s why sometimes these states are called “resistive superconducting
state”. You may be interested to see how it depends on the applied current.
You can find the answer using COMSOL.
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Fig. 2.29 Periodic voltage oscillations. Visually there are two oscillation frequencies: high and
low. One can perform Fourier transformation to prove that. Both high and low frequencies were
observed experimentally

Remark 2 We used the gauge with ¢ = 0. Also A, and A, were taken to
be zero. Instead of these three gauge conditions, in 1D-case one can use
A, = A, = A, = 0. In that case, superconducting current j, as follows from
(2.2) is proportional to |¥ |>?V . As was clear from previous discussions, the
quantity 06/0t — ¢, called the gauge-invariant scalar potential, sometimes
denoted p, is gauge-invariant, and in nonequilibrium situations may be nonzero
(see Part II of this book). When a thin wire touches massive superconduc-
tive banks, ;1 = 0 at the boundary. Having average in time V = ¢, — @5 > 0
implies 9/0¢(0; 2) > 0. This means that the phase difference between the ends
of wire, 0, » = 6, — 0, is growing unlimited. That will result in unrestricted
values for V6, and therefore for the superconducting current. But in the super-
conducting state, the current cannot exceed a critical value, or, otherwise,
superconductivity will be destroyed. It indeed happens in the middle of the
wire, where || has the smallest value. When the phase difference, and conse-
quently V6, grow enough that j; exceeds the critical value, then || = 0, and
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the phase difference jumps back by the value of 2. For an instant, this causes
an infinitely large phase gradient at the location of this jump, but the current
|¥|>V 6 stays constant since |¥ |?=0. So-called “phase-slippage” takes place.

Problem 14 Find out the phase behavior in our representation.

Tip: COMSOL has built in function atan2(y, x) which corresponds to the phase
angle of a complex number x +iy.

Solution to Problem 14

In the file we were working on, right-click on 1D Plot Group 1, and call-in one
more Line Graph. In Settings select All domains, so that 1 will appear in the
Active window. In the y-Axis Data insert Expression (1/(2 * pi)) * atan2(u2, u). In
the x-Axis Data, choose Expression in the Parameter window, and for Expression,

insert x. In accordance with Fig.2.28, the |¢|*-function first takes on a value of
zero at t &~ 27 — 28. So click on 1D Plot Group 1, and in Settings window, choose
From list in Time selection. Then, scroll down to 27 — 28 in the list of Time (s), con-
trol click on certain values, and then click on Plot. The result is shown in Fig.2.30.
From here, one can deduce that at the center of the wire we have phase discontinuity
at the time ¢ = .5 ~ 27.44. This discontinuity in reality corresponds to the phase
difference across the central point of the wire becoming more than 27: COMSOL
plots atan2(x, y) by modulus 27. For continuity, one should replot the curves as
shown in Fig.2.31. The continuity is restored by adding (—27) phase difference
across the central point x = 0 for # > 74 the phase “slips down” by 27. The jump
is exactly 2. Quantum states with the phase 6 and 6 + 27 are indistinguishable:
Y = |Y]lexp[i(d + 27)] = || exp(if), since exp(27wi) = 1. At the very moment
t = tugi, VO = 0o at x = 0. However, this fact is not causing any problem, since
the physical quantity, the supercurrent jy, is proportional to [¢|* V6, and ||? itself
equals zero at t = f., so that j; stays finite. After this “phase slippage” the gradient
slowly decreases over the time by absolute value (see Fig.2.32), until the second
phase slippage starts taking place. This second event, which again is related with the
touching of zero by ||, is even more interesting. After some time, the reduced gradi-
ent curves near x = 0 will go horizontal, and then will cross the y = 0.5 lines both
left (y = —0.5) and right (y = 0.5) of x = 0. The function atan2(x, y) will imme-
diately split the curve, as shown in Fig.2.33. This splitting will evolve with some
bending of the horizontal parts. Bending will be maximal just before || touches
zero (Fig.2.34). At |¢0|* = 0, phase slippage again becomes possible, Fig.2.35. As
we did in the case of the first phase slip (Fig.2.31 above), we can make again these
plots continuous, which will demonstrate the second down-slipping, Fig. 2.36, of the
phase at 7.y = 51.6. One can make sure that the third phase slip will take place quite
similarly to the first one, without preceded splitting, and the fourth one will occur
similar to the second one, with splitting, and so on with each of the next odd and
even events.

Thus we can conclude that at = f.; when |¢| = 0, the phase “slips” by 2,
so that a qualitative change occurs with the phase pattern, and the phase difference
increases by 27.
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Fig. 2.32 Evolution of phase curves between the first and second slips
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Fig. 2.33 Phase curve splitting at the points when it crosses horizontal lines y = £0.5. At this
moment of time (¢t = 51.15), [ (x, t)] is still far from zero at x = 0
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Fig. 2.36 Second jump by 27 at x = O results in total phase difference 47 between the ends of the
wire

Remark The difference between our chosen gauge with ¢ = 0 and the case
with the gauge A = 0 discussed above is that in our gauge, the slippage adds
one full (counterclockwise for positive values of jj) turn to the wave function
while in the other gauge, it reduces phase difference by 27. In both cases, the
supercurrent on average stays constant since in our case, the growth of the
phase difference is compensated by the counter growth of the vector potential
(readers can explore that themselves!), while in case of ¢ # 0 gauge, the
vector potential is dropped and the phase difference is constant on average.
Both gauges are quite legitimate for solving procedures.

2.6 Current Flow in Thin Superconducting Strips:
Annihilation of Abrikosov Vortices

We will consider now the flow of an electric current through a thin film of a
superconductor. Open Model Wizard, Select Space Dimension 2D. In Select Physics
double-click Mathematics, then double click PDE Interfaces, and double click
General Form PDE (g) four times. We need four equations: two for the real and
imaginary parts of the i-function, (2.21) and (2.22), and two for the A, and
A, components of the vector potential, (2.23) and ( 2.24). Then click on Study
and in Select Study choose Time Dependent. Click Done to get to Model Builder.
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Fig. 2.37 Parameters and film geometry

Right-click on Geometry and choose Rectangle for our thin film. Insert L0 and
h0 as the Width and Height of the rectangle, with Base: Center at 0,0. Go to
Global Definitions, and in Parameters insert LO = 20and h0 = 8. Alsoenter si gma =
10, kappa = 4, and jO = 0.65—these parameters will be used for model building.
Click Build All, and then click on Zoom Extents in Graphics window to visualize
the film, Fig.2.37. We can now set up the equations. In the first equation, for the
function u, as usual, type in —ux/kappa™2 and —uy/kappa™2 for x and y compo-
nents of Conservative Flux I". For the Source Term f, type in 2 % (u3 * u2x + ué *
u2y)/kappa + u2 * u3x+udy)/kappa—u x u32+ud™2)+u x (1—u"2 — u2°2).
Leave other coefficients unchanged. The second equation, for the function u2,
should have —u2x/kappa™ and —u2y/kappa™2 for x and y components of
Conservative Flux I". The Source Term f is —2 * (43 x ux + u4 xuy)/kappa —
ux (u3x + udy)/kappa — u2 x wu3"2 + ud™2)+u2 % (1 — u"2—u2"2).Leave other
coefficients unchanged. In the third equation, for #3, insert O and u4x — u3y for x
and y components of Conservative Flux I". Also, change Damping Coefficient d,
to sigma. In the fourth equation, for u4, insert —u4x + u3y and O for x and y
components of Conservative Flux I, and change Damping Coefficient d, to sigma.
Next, we need to take care of boundary and initial conditions. Let us start with
the -function, i.e., with u and u2 functions. Since there is no current across
the horizontal boundaries of the superconductor, we will impose zero flux on
them. On the vertical boundaries, we will impose Dirichlet boundary conditions:
Yliro, =0, since we assume the superconductor is contacting the normal metal
banks. To implement this plan, right-click on General Form PDE (g) and choose
Dirichlet Boundary Condition in the pop-up window. In Settings window, we need
to indicate which boundaries this condition refers to. Go to Graphics window, hover
the mouse over the vertical boundary, it will change its color to red, click on it, its
number will appear in the Selection window of Settings. Do the same thing for the
second vertical boundary. Numbers 1 and 4 will appear in Selection window, and the
lines will change their color to blue. You can click now on the Zero Flux 1 and make
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Fig. 2.38 Current flow in superconductors causes vortice pattern

sure that boundaries 1 and 4 are overridden in Selection. The same action should
be carried out for the second equation, for #2. Initial Values for these two functions
should be compatible with the boundary conditions. For example, u and u2 equal to
0 are compatible with them, but if we start with such a zero state we risk the solutions
to stay at O forever, which would correspond to normal state (non-superconducting)
solution. So instead, we will start with u = cos(pi * x/L0), and u2 = Oinitial values
which will guarantee non-zero solutions. We need now to insert boundary and initial
values for the vector potential. By default, we have Zero Flux conditions —n - I" =0
for u3 and u4 on all boundaries. That should be changed. In the equation for u3,
right-click on General Form PDE 3(g) and insert Flux/Source: —n - I’ = g — qu3,
and substitute — Ba for g. Leave ¢ = 0. This condition is related to horizontal bound-
aries. So hover mouse on them, and click them in as we did in case of the 1-equations
above. In the equation for u4, right-click on General Form PDE 4(g) and insert
Dirichlet Boundary Condition: u4 = r, » = 0. This condition is related to vertical
boundaries. So hover mouse on them, and click them in as above. Save the program
and runit. If no errors, then go to Study, time dependent and change computation time
to 100: range(0, 0.1, 100). Click Compute. After Computation is complete, you
will find four 2D Plot Groups in Results of Model Builder. Double-click on the first
one, and click on Surface 1. In Settings window, change the Expression from u to
u2 + u2"2, i.e., Cooper condensate density. To have higher quality output change
mesh to Extremely fine. You will see the vortex structure shown in Fig. 2.38. Prior to
continuing our analysis we should explain the logic behind the boundary conditions
which are used above.

The total current I through the strip is governed by the external source, and
it is constant through any cross section of the strip: I = Iy (in view of divj =0
in good metals, including superconductors). Flow of current through the metallic
lead generates a magnetic field with circular field lines around it at far distance.
If the current lead has a circular cross section, the field lines are circular at any
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distance from the lead. If the lead is flat, then the field line geometry deviates from
circularity to ellipticity near the lead, and its proper form may be defined by proper
consideration, for example, using the COMSOL DC Module. However, the most
important aspect for our modeling feature can be deduced without computation, just
from the symmetry of the problem: for thin films the magnetic field lines at the edges
of the film should be orthogonal to the film surface. Moreover, they should have
opposite directions at opposite longitudinal edges of the film strip. There is a one-to-
one correspondence between the parameter I and the value of B at the longitudinal
boundaries of the strip. Thus, instead of setting the value of /; viaboundary conditions
at the vertical facets of the strip, one can set the value of B on the lateral boundaries.
This simplifies the finding of numerical solutions, and was suggested and repeatedly
used by researchers. From this condition

0A, 0A,

Ox dy

B.=VxA| = = udx — u3y (2.34)

and for the symmetric distribution of current density relative to the x- axis (which
indeed follows from calculations), we can write u4x — u3y = Ba on the top bound-
ary and u4x — u3y = — Ba on the bottom boundary. The value of B(= Ba) is pro-
portional to the total current through the cross section of the strip: B = (31, where

ho/2
I = / j-dh. (2.35)
—ho/2

The function 3 should be determined self-consistently from the current constancy:
I = Iy, if I is calculated via (2.35) with j following from the boundary condition
(2.34). In the case of a homogeneous normal metal strip § = 1/2, sothat B = Ba =
Iy/2. For homogeneous superconductors, as in Fig.2.37, the current distribution
inside the strip is inhomogeneous due to the Meissner effect and the strip’s finite
length (Fig.2.38). However, if the current density distribution is still symmetric
relative to the x-axis, the same value of 3 holds for the superconducting case.

Prior to formulating the full set of boundary conditions in the case of a super-
conducting strip, let us first consider a homogeneous stationary (DC) current flow
in a normal metal strip. Bearing in mind the standard relation j = 0 E = oV, one
scalar function () is enough to determine this current. Since we chose the gauge
i = 0, the electric field is determined by the relation E = —0A /0t. Thus, one com-
ponent (A,) of the vector potential suffices for this task. The second component (A )
will effectively be zeroed if we choose zero initial conditions, and zero boundary
values for it. Then (2.34), where the A, /Ox term is dropped, will serve as the lateral
boundary condition for A,. On the vertical facets of the strip, one can use the Dirich-
let boundary condition: A, = 0. Also, the initial condition A, = 0 can be applied
without loss of generality.

For a superconducting strip in contact with the normal leads, the boundary
conditions and the initial condition for the function A; are the same as above.
However, the current density j is not distributed homogeneously inside of the
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strip, and the function A, does not vanish here. We can still apply the Dirich-
let condition A, =0 both on the vertical and the horizontal facets. This condi-
tion on the vertical facets follows from the relation at the boundary with the nor-
mal metal: j|, = +Ly/2 = j,, where j, is orthogonal to the facet. The condition
on the horizontal facets follows from the fact that the y-component of supercur-
rent jgly—+pny2 = (W*VY —pV9Y*)/Q2ik) — Iz/)le is absent. Taken together with
the Neumann boundary condition for the ¢-function: § - V¢)|,—44,2 = 0, it yields
Ayly=+n,/2 = 0. The boundary condition for the v)-function on the vertical facets is
of Dirichlet type: 1|y—+7,/2 = 0. This condition neglects the proximity effect (see
Part II of this book), which is unimportant for the effects described in this section.
This is because the details regarding the current density distribution near these ver-
tical facets of the strip are essential at distances < £ and are not critical to solutions
for strips with a length greatly exceeding this distance.

Remark Recall that we explore the case k = Ap /€ >> 1, and the length is in
Az-Units.

Problem 15 Using COMSOL, demonstrate that the annihilation of vortex-
antivortex pairs yields spikes of an electric field, i.e., causes electromagnetic
radiation. Also plot the current vectors and show that vortex and antivortex
have opposite clockwiseness.

Tip: use the tip to Problem 13.

Solution to Problem 15

As soon as the functions #3 and u4 are known, the electric field can be straight-
forwardly plotted as E, = —u3t and E, = —u4t. In Results, right-click on 2D Plot
Group 1 and call-in Arrow Surface from the pop-up window. Replace ux by —u3t¢
and uy by u4t in the Expression window for X and ¥ components. Change Color to
Green, and click Plot. You may also want to adjust the scale factor to see the arrows
better. Compute the simulation with Plot checked on in Results While Solving at
Step 1: Time Dependent in Study to see the effect while computing goes on. Typical
spike generation is shown in Fig. 2.39.

For visualization of current vectors, we should again do the same procedures as
above; however, ux should be replaced by —(#3yy — u4xy), and uy by —(udxx —
u3xy). We can disable the electric vector plot to have a more distinct pattern. How-
ever, as the readers can check themselves, the picture of the current plots is not
what we expect it to be. The reason is in insufficient accuracy of solutions. Solutions
are enough accurate for the functions themselves (Fig. 2.38), and even for derivatives
(Fig. 2.39) but not for higher order derivatives, which describe the current density vec-
tors. We need to enhance the mesh. Click on Mesh in Model Builder, and in Settings
window, Sequence type, switch Physics-controlled mesh to User-controlled mesh.
Then go back to Model Builder, and click on Size under Mesh 1. In Settings win-
dow, select Custom instead of Predefined. This will allow you to change mesh sizes.
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Fig. 2.39 Annihilation of vortex-antivortex pair results in a spike of an electric field (green arrows)
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Fig. 2.40 Current distribution in current-carrying superconducting strip with vortices and antivor-
tices as second derivative of vector potential

Reduce Maximum element size from 0.2 to 0.05, and maximum element growth rate
to 1. The result after computing, which naturally will take a longer time is shown in
Fig.2.40. This looks much more convincing!
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Fig. 2.41 Two circular
motions in opposite direction
create lower pressure
between them

Remark 1 To better understand the physics of vortices, it is useful to make
an analogy to tornados. The air flow may be laminar at small velocities. For a
higher speed of air, turbulence prevails. You probably have noticed how leaves
are engaged by an autumn wind and move fast rotationally around a vertical
axis. This motion is viscous naturally, and the leaves drop quickly because of a
dissipation of rotational motion energy. However, if energy of rotational motion
is very large, like in tornadoes, the dissipation is negligible, and tornadoes can
move distances much larger than their sizes without any noticeable change.
This is like the superfluid motion of Cooper pair condensate in vortices. The
analogy to tornadoes can explain why a vortex and an antivortex attract each
other. If you have two circular motions of air mass in opposite directions, and
you will bring them close, they will facilitate air motion between them, since
both are driving air between them in the same direction (Fig.2.41).

Thus, one can expect lower pressure between tornado-antitornado pair in
accordance with the Bernoulli law. In case of realization of this event in nature
catastrophic consequences will far exceed the consequences of a single tornado
action, since the pair will dissipate locally all its energy, as vortex-antivortex
do. Typical in literature explanation of vortex-antivortex attraction is by the
Lorentz force; however the Bernoulli force is sometimes also mentioned, and
it is more vivid.

Remark 2 To continue analogy with the circular air motion, let us recall that
turbulence is easier to observe when you have some obstacle to the blowing
wind. For example, at the corner of a building, the wind is much more turbulent
than in an open space. This means that dents in the superconducting strip may
cause generation of vortices.

Problem 16 Consider a strip with two triangular dents in the middle, both at
the top and bottom (Fig. 2.42) and analyze the vortex-antivortex generation
by them at DC current flow.

Tip: At the edge of the dent, magnetic field is stronger than in an undented area—
neglect this small effect, and just take into account the geometry.
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Fig. 2.42 The proposed y
geometry of the strip for T
initiating “turbulent”
superfluid motion

Solution to Problem 16

Let us start with modifying the geometry of the strip in the file which we were
using above. Save it under a different name. Right-click on Geometry, and click-in
Square 1, then, in similar way, Square 2 . For both of them, change in Settings Position
Base to Center. Then change their y-coordinates to #/0/2 and —h0/2 respectively.
For both of them, change in Rotational Angle to Rotation 45 degree. Then right-
click on Geometry, choose Booleans and Partitions, and click on Difference. Setting
window will open, where you should insert Rectangle 1 (r1) in the Objects to add
window, and Square 1 (sqg1) and Square 2 (sg2) in the Objec_ts to subtract window.
By default, Objects to add is Active. Hover the mouse over the strip, it will change
color, click on it, and r1 will appear in the Objects to add. Then click and make
active Objects to subtract. Then hover the mouse over the rotated squares, click
on them, so that sq1 and sg2 will appear in Objects to subtract window. Click on
Build All Objects, and you will see the final geometry as shown in Fig.2.43. The
equations stay the same, but we need to modify the boundary conditions. Mag-
netic field at the area of dents will be somewhat stronger than average value,
but we will neglect that fact for now, and will come back to it in Remark 1
below. What is more important is that the n-vector in the dented area of the film
edges has both n, and n, components, and they are less than 1. Thus, we need
to take care of keeping the value of curlA = B on dents which can be done
in the following manner. In the Flux/Source 1 entry in General Form PDE 3 (g3),
replace —Ba by —Ba(sign(y) xny) * (t > t0). This will take care of changed
values of n, on the boundary. Also, we would like to switch on the current with
some delay, so we added a Boolean condition, and the stationary superconduct-
ing state will set up in the film prior to switching on the current at # = ¢0. In the
General Form PDE 4 (g4), we need to take into account that at the dented area the
n-vector has x-component. Thus, right click on General Form PDE 4 (g4) and click-
in Flux/Source, then hover the mouse over the dents segments and click on them,
so that their numbers 4,5, 6 and 7 appear in the Settings window. Then, in the
Boundary Flux/Source, insert —(—u4x + u3y) * nx for g. These boundary ele-
ments will be overridden in Zero Flux window. Since we used ¢0 for the switch-
ing of the current, in the Parameters you need to insert ¢1, which should then
be introduced in Study, Time Dependent, Times range (0, 0.1, 1) as the computa-
tion time limit of Settings window. You can start studies with r1 = 100 to grasp
what is going on, Fig.2.44. At calculations, User Defined Mesh was used, with
Maximum element size 0.1, minimum element size 0.01, and maximum growth rate
1 in Custom Element Size Parameters.
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Fig. 2.44 Dents facilitate vortex creation
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Remark 1 Above, we neglected the increase of Ba near the dent edge. If that
effect had been taken into account, the disturbance created by the dent, and
consequently, the origination of vortices would be further intensified.

Remark 2 The disturbing role of the edge roughness which we modeled via a
pair of dents can play very negative role in superconducting devices. Indeed,
as we now know, the pair of vortices can annihilate and create an electric pulse
which will mimic SFQ pulse (considered below), which is a cornerstone of
certain class of superconducting electronics. The considered example demon-
strates how important the quality of lithographic patterning is in these devices.

2.7 Generation of SFQ Pulses in SNS Junctions

We will consider now an SNS junction. It consists of two superconductors with
a normal metal layer in between them (Fig.2.45). This junction is similar to the
Josephson junction, where a very thin tunnel barrier is replaced by a much thicker
normal metal layer. When the superconductor and normal metal are brought into
contact with each other, Cooper pairs can propagate a finite distance into the normal
metal. Thus, a thin layer of the normal metal that is in contact with the superconductor
behaves like a weaker superconductor. This is called the “proximity” effect, which
we neglected in the previous section. In the current case, it plays an important role.
“Weaker” in the context of the proximity effect means the y)-function modulus in the
normal layer is somewhat smaller than that of a genuine superconductor.

If biased as shown in Fig. 2.45, the supercurrent, while moving along the junction,
squeezes through the proximitized normal metal and gradually reduces its amplitude
in the direction from the left of Fig.2.45 to the right. Motion of charge carriers
should create magnetic field around the SNS-junction. It is easy to conclude that
the distribution of the magnetic field should qualitatively correspond to the picture
shown in Fig.2.45. For the parameters of a homogeneous junction we can assume

magnetic field lin round the electrodes
Ar 1 } t -

—e—— superconductor
normal metal

DC current
—— superconductor

4 : , , -

Fig. 2.45 Superconductor-Normal metal-Superconductor junction
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linear behavior of magnetic field: B, = Bo(Ly/2 — x)/ L, where Ly is the length of
the junction, and the coordinate system is located at junction’s center, with x-axis
along it, y-axis is directed vertically, and z-axis is towards us. As in the previous
section, the current will be determined via the boundary conditions involving B, .

We will consider the junction as a whole piece of the superconductor, which, in
absence of the current, has t-function weaker around the horizontal median line.
That could be done with the help of the p-function introduced in Part II. Then (2.15)
will take a form:

o [ ? 2
a—:—(—V+A) Y+ (1= 107 +p)y, (2.36)
T KR

so that (2.21) and (2.22) will correspondingly be modified as:

. 1 2
1/11 = ? (wl.xx + wl.yy) + E (Ale.x + AZwZ.y) + % (Al.x + A2.y)
— 1 (AT + A3) + 1 (1 + p) — ¥ (V7 +43) 2.37)

. 1 2
Py = ) (V2xx + h2yy) — - (A1 .y + Asty ) — % (Arx + Asy)

—1y (A} + A3) + o (1 4 p) — s (V3 +43), (2.38)

As follows from (2.36), negative values of p = p(y) reduce locally critical tem-
perature mimicking the proximitized N-layer (reasonable value p = —0.3 is used
in the example below). To understand why this happens one can notice that in the
spatially homogeneous stationary case, the non-zero values of || are equal to 1 + p
in accordance with (2.36), i.e., are weaker than in the superconductor layers.

Problem 17 Using COMSOL, consider a Superconductor-Normal Metal-
Superconductor (SNS) junction in DC-mode. Realize a state with periodic
single-flux quantum (SFQ) generation.

Tip: Represent the p-function via the Boolean condition: p(y) = p x (y/2)™2 <
0.02, which corresponds to normal metal layer of thickness ~ \p.

Solution to Problem 17

The character of this problem has analogy with the disk in a magnetic field that we
solved in Sect.2.2. So it will save us time to save the resultant COMSOL file under
a different name and start modifying it. First, delete in Geometry Circle 1 by right-
clicking on it, then insert Rectangle by right-clicking on Geometry. Set up Width
L0 and Height 40, with Base: Center. They will come out red, because we have not
yet entered them in parameters. Click on Parameters 1 under Global Definitions and
delete R;insert LO = 5and 10 = 4. You can see now that in Geometry 1, Rectangle 1
the red color is gone. Click on Build Selected to visualize the junction. Then click
on Zoom Extents icon in Graphics window to optimize its plotted size.
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Next, let us modify the equations. Double-click on General Form PDE (g), then
on General Form PDE 1 and transform the f-function to (u3x 4 udy)
u2/kappa + 2 % (u3 x u2x + ud xuy)/kappa — w32 +ud2)x u+ 1+ p*
((y/2)"2 < 0.02) — u"2 — u2"2) * u. Then go to the second equation and transform
the f-function to —(u3x + udy) xu/kappa — 2 x (u3 * ux + ud xuy)/kappa —
W32 4+ud2)xu2+ 1+ p*x((y/2)2 <0.02) — ™2 — u2"2) x u2. In the third
equation, the expression for I" should be modified. As was discussed above the
magnetic field should linearly decrease to zero at the right end of the junction,
being maximal at the left end. So the y-component of I" should be written as:
udx —u3y — Ba x (L0/2 — x)/LO0. The equation for the junction domain will not
change, but the boundary condition will correspond to a linear decrease of B, with
respect to the x-coordinate. Similarly, the x-component of I" in the fourth equa-
tion should become —u4x + u3y + Ba * (L0/2 — x)/L0. This generates the cor-
rect boundary condition, but also changes the equation in the domain, unless we add
aterm —Ba/LO0 to the f-term. For all the equations, we will keep the boundary and
initial conditions. Before saving the file, insert also the parameter p = —0.3 into the
Parameters1 of Global definitions. You may also want to visualize the results during
the computation; to do so, click on Step 1: Time Dependent, and then in Settings
window, click on Results While Solving, and check in Plot. It is a good idea to start
at relatively small values of Ba, say, 0.45, and increase it step by step.

Figure 2.46 shows what happens when the current through the junction is above
the certain critical value.

Problem 18 Explore the generation of electric field at SFQ leaving the SNS
junction.

Tip: Plot the vectors of electric field using the solution obtained for Problem 17.

Solution to Problem 18

The electric field is given by the relation E = —9A /0t. Thus, right-click on 2D Plot
Group 1, and call-in Arrow Surface. In Settings, insert —u3¢ for x component and
—udt for y component. Click Plot. Regulate the length of E-vectors by Scale factor:
you can highlight the number and type in your suggested value, then click Plot.
You can plot the Graphs at different moments of time. At leaving the junction, the
amplitude of electric field is maximum (see Fig.2.47), which corresponds to the
generation of an electric field pulse. On the left-hand side of the junction we have
electrodes supplying a DC current. If we attach electrodes on the right-hand side of
the junction plates, we will detect periodic voltage pulses!

2.8 Cloning of SFQ Pulses

We introduced above the SFQ pulses generated by the SNS junction. For the needs
of superconducting electronics, sometimes it is required to clone SFQ pulses. That
is, to regenerate a single flux quantum using a propagating voltage pulse. That could
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Fig. 2.46 When current exceeds some critical value a single vortex enters the junction (r = 10).
While it propagates along the junction, the second vortex is in (r = 20). At ¢+ = 38 we have three
vortices, and the initial one begins to leave the junction. A little later, it is gone, and a new one is
entering the junction (¢ = 53)
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Fig. 2.47 At the moment of leaving the junction, SFQ generates an electric pulse
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Fig. 2.48 If current is below certain critical value, the SQF pulse will not be generated. In the case
shown here, the amplitude of B-field is Ba = 0.45, at t = 10 the junction state is all set, and will
stay indefinitely long if no external parameter changes

be achieved by applying an SFQ pulse to a DC-biased SNS junction. Let us model
such a process. For accomplishing this task let us recall that demonstrated above
periodic generation of SFQ pulses at DC bias took place for overthreshold applied
current. If current is below the threshold, then there is no SFQ generation, Fig.2.48.
If the junction is in that mode, application of a voltage pulse to it will instantaneously
increase the current, and for a short period of time the conditions for generation of
a vortex will be satisfied, so we will see a propagating vortex, and when leaving the
junction it will generate an SFQ pulse itself.

Problem 19 Using COMSOL, consider SNS junction in a stationary DC-
mode. Apply an SFQ pulse to generate an SFQ propagating along the junc-
tion.

Tip: Pulsing of current will create pulsing of magnetic field surrounding the junc-
tion. Thus, the appropriate boundary conditions should become time-dependent.

Solution to Problem 19

Let us modify the code which was created for Problem 15. Save that file under a
different name. Increase of the magnetic field should start when the stationary condi-
tion has been well-established. So Compute it and make sure that at given values of
parameters at ¢ = 20 it is stationary. Let us effectively double the amplitude Ba of
magnetic field using mathematical expression (1 + exp(—(t — 20)"2/25)) * Ba (as
before, we use here COMSOL notations). This modification should be performed in
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Fig. 2.49 Regeneration (cloning) of the SFQ via applied SFQ pulse to the DC-biased SNS junction

the expression for I” both in the third and fourth equations. Don’t forget to renor-
malize by this multiplier Ba in the equation for the Source Term f for the fourth
equation. Start Compute with the value of Ba = 0.45. In five units of time, it will
be doubled at around ¢ = 20. As you may see, with rather simple means we were
able to visualize a rather complex physical phenomenon: cloning of the SFQ pulses,
Fig.2.49.

2.9 Discovering New Effects with COMSOL-TDGL

In this final example, we will demonstrate how to discover new features of known
phenomena using COMSOL and TDGL equations. We will consider a very old task,
well-described in textbooks: a superconducting ring in a magnetic field. The state-
ment made in textbooks is that the flux through the superconducting ring should stay
constant while the external magnetic field is changing. The proof of this fact is pretty
simple (see, for example, the section Superconducting Current in Electrodynamics
of Continuous Media by Landau and Lifshitz). Consider a ring in a magnetic field
and apply Maxwell’s equation

‘?9—]? = —curlE (2.39)

for the description of a temporal evolution of the flux through it. Integrating (2.39)
on the equatorial plane of the ring, we have:
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0
5/‘B~ds = —/curl E-ds, (2.40)

where s is normal to the surface. Limiting the integration inside of the ring opening,
we have:

gcprmg - — / E.dl, (2.41)

where 1 is tangential to the internal line along which the plane is crossing the ring.
The rh.s. of (2.41) in textbooks is assumed to be zero based on arguments that the
tangential component of E on the surface of conductors should be a continuous
function, and inside the superconductors E is zero. This delivers the relation

0
o Pring = 0, (2.42)
i.e., flux through the ring remains constant regardless of any changes in the external
magnetic field. In particular, if the ring is cooled into the superconducting state in the
absence of a magnetic field, the appearance of the magnetic field should not change
this zero value. (To avoid any confusion, we should stress that we consider a weak
enough magnetic field to avoid destruction of superconductivity or appearance of
vortices in it.) Let us now determine how correct is this statement using COMSOL
modeling based on TDGL equations. Be ready to discover some new features!

Let us create the code Ring from scratch, though we can also modify the
Washer-3D file. Open Model Wizard, and Select Space Dimension 3D. In Select
Physics go to Mathematics and open PDE Interfaces. Double-click on Coefficient
Form PDE(c). In Number of dependent variables insert 2 (for real and imaginary
parts of the ¥ -function). Then double-click on General Form PDE (g) and in Number
of dependent variables insert 3 (for three components of the vector potential). Then
click on Study and choose Time Dependent. Then click on Done. Next, let us con-
struct a cylindric box and aring in it. Right-click on Geometry 1 and choose Cylinder.
Then right-click again, open More Primitives and choose Torus. We should now
define the sizes of the introduced domains. We recall that in our TDGL computa-
tional scheme we set up the unit size to be equal to A\;, the London penetration
depth. The rings can be of size much larger than that. However, in superconducting
nanoelectronics sizes may be comparable to A;. We will take sizes larger than A,
but not much larger to make the computations affordable for ordinary computers. Let
us choose the major radius of the torus r = 10 (in Az units), the minor radius of the
torus r1 = 2, the cylinder radius RO = 15, and its height Z0 = 10. Insert them into
Parameters under Global Definition. Then click on Cylinder 1 in Model Builder, and
in Settings insert RO for Radius, and Z0 for Height. Do the appropriate similar actions
on Torus under Geometry 1. Then click on Build All Objects in Settings. Objects will
become invisible in the Graphics window. So click there on Zoom Extents icon and
the visibility will be restored. However, the ring is still hidden under the walls of the
cylinder. To visualize the ring, we can do what we did previously for the Washer-3D
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problem: activate Select Boundaries, then activate Click and Hide icon. Hover the
mouse over those cylinder edges which you would like to hide. They will change
color. Click on them, and they will disappear. The picture you see will look like in
Fig.2.50. Obviously, you should move the external cylinder down by its half-height.
Click on Cylinder 1 under Geometry 1, and in Position in Settings window insert
—Z0/2 for z. Click Build All Objects to normalize the relative arrangement. We can
now insert the equations. They are similar to the ones in the Washer-3D case, so
we will omit a detailed description. The only difference is that now, the function
vol(x, v, z) should correspond to a torus, not to a washer. The boolean expression
which follows from the analytical geometry for the torus, defining the torus volume
with chosen parameters, is (rO — (x™2 + y™2)"(1/2) + z"2) < (r1)"2. Right-click
on Definitions under Component 1, select Functions and click on Analytic. Label it
Volume 1 in Settings, and give it Function name: vol, then insert the above-mentioned
Boolean expression into Expression window, and set Arguments: x, y, z. You have
now the function vol(x, y, z) ready for use. And this works fine when the geometrical
objects are easy for analytical description. However, there is a more universal and
powerful way of dealing with this task which we will describe as an alternative. The
issue is that the Boolean function vol(x, y, z) has two values: 0 and 1 depending on
whether or not its arguments are outside of the domain. Action of the same type can
be performed by a dual-value variable, which will be equal to 1 inside the domain
and O outside. To use this opportunity, first disable the function vol(x, y, z) under
Definitions. Then right-click on Definitions, and call-in Variables. Variable 1 will
arrive. Go to Settings and change Geometry Entity Selection to Domain. We need
to choose a domain that corresponds to the torus. In Selection switch to All domains.
1 and 2 will appear in the window. To understand which domain corresponds to the
torus, click on these numbers. From the color change, you will easily recognize that
it is domain 2. Leave both domains in the window—that is the operational space of
Variable 1. In the Name under Variables insert vol, in the next Expression insert
1 % (dom == 2) — the coefficient here can have any value. This will act now as a
step function. The resultant picture is in Fig.2.51. To use this function instead of
vol(x,y, z) just go to the equations and convert everywhere (including boundary
and initial conditions) vol(x, y, z) into vol. Compared to the case of the Washer-3D
problem, we would like to introduce one more change: to switch the magnetic field
gradually after the superconductivity is settled in the ring, say at# = 0, and then grad-
ually decrease it to zero at r = ¢1. Hyperbolic tangent may work nicely for this task.
In Dirichlet Boundary Condition for General Form PDE 1, in Prescribed value of
u3 and u4 append the multiplier ((+ > ¢0) * tanh(omegal x (t —10)) — (¢ > t1) *
tanh(omega2 * (t —t1))) to —Bz0* y/2 and to Bz0 % x/2 correspondingly, as
shown in Fig.2.52. Insert next the computational time 72 into Parameters 1 under
Global Definitions. That time should also be inserted into Step 1 under Study 1 in
Settings Times window to have range(0, 0.1, t2). Insert also other parameters of the
problem, as shown in Fig.2.53. Save it and run it to make sure everything was
done correctly. You can customize the Mesh similarly to how it was done for the
Washer-3D case—no need for additional instructions. We would rather focus on the
exploration of modeling results. Let us visualize the density of Cooper pairs, the mag-
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netic field lines, and the current vectors. Go to the 3D Plot Group 1 in Results and
delete Slice 1. Alsodelete 3D Plot Group 2. Right-click on 3D Plot Group 1 and call-
in Surface. Rename the Surface 1 label to Density of Cooper Pairs. Correspondingly,
in Expression window of Settings, replace u1 by u1°2 4+ u2"2. Plot it. Next, right-
click on 3D Plot Group 1 and two times click-in Arrow Volume. Rename one of them
to Magnetic field, and the other one to Current density. Magnetic field is calculated as
curl A, and current density as curl curl A. These plots are shown in Fig.2.54. We can
next compute the net current through the ring cross section as a function of time. For
that right-click on Data Sets under Results in Model Builder and click-in Cut Plane.
Cut Plane 1 will appear. We will later need one more, so repeat and get Cut Plane 2.
Click on Cut Plane 1, go to Settings and define it as ZX-planes. Next click Plot,
and make sure that current through the cross section is along the y-direction. Now,
right-click on Derived Values and in Integration choose Surface Integration. In the
Expression for Surface Integration 1 there are three entry lines. Delete two of them,
and keep only one. You need the y-component of the current. Go to Current density
under 3D Plot Group 1, and copy and paste (—udxx + u3xy + u5yz — udzz) * vol
from the expression in Settings window. This expression contains vol-variable, which
restricts integration within the ring cross section. It is interesting to know how much
does the artificial conductance of the environment contribute to the screening current.
For that we can insert one more similar integration, but without vol variable. Before
pressing the Evaluation icon in Settings window, we need to add one more factor to
the integrand Expressions. The matter is that currents in these two cross sections are
in opposite directions, so we need to multiply the integrands by sign(x) and divide
by 2. Next, you should indicate where this integration should take place. For that,
click and highlight each of Surface Integration 1 and 2, go to Settings window, and
in Data set choose Cut Plane 1. Finally, you can click on Evaluate for each of them.
Evaluation creates tables under Tables icon, which you can see by double-clicking
on it. You can plot these data in COMSOL, or export them using bottom icons in the
Graphics window. However, plotting can be done better via Group plotting. Right-
click on Results, and click-in 1D Plot Group. Then click on it, and in Settings window
choose Cut Plane 1 in Data set. Then right-click on 1D Plot Group 2, and call-in
twice Table Graph. Then click on Table Graph 1, and in Settings window choose
Table 1. Do the same with Table Graph 2, and choose Table 2. That will allow you to
see the time evolution of the current, as well as to notice the parasitic contribution
of the artificial low-conductance environment, Fig.2.55. An important feature of the
superconducting state is noticeable from this graph: as soon as the magnetic field
is off, the current is also gone. This illustrates a well-known fact in the theory of
superconductivity: by simply introducing and removing the magnetic field, it is not
possible to generate a sustainable current in superconducting closed contours. More
sophisticated actions are required: you can find their description elsewhere.

We can now undertake the final steps in exploring the behavior of the flux through
the ring. For this, click on the prepared Cut Plane 2. In Settings window, choose
XY-planes. By default it will be at z = 0, and serve as an equatorial plane for the
ring. Now, insert as above another Surface Integration, click on Surface Integration 3,
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¥ Parameters

= Name Expression Value Description

RO 12 12 cylinder radius

Z0 8 8 cylinder height

r0 8 8 torus radius major
r1 15 1.5 torus radius minor
sigma 1 1 normal conductivity
sigmadiel | 0.00000000001 | 1E-11 artificial conductivity
to 2 2 field on begins

t1 10 10 field off begins
omegal 2 2 increase speed
omega?2 1 1 decrease speed

t2 15 15 evolution time

Bz0 0.01 0.01 external magnetic field
kappa 0.4 0.4 G-L parameter

Fig. 2.53 Parameters which correspond to the the performed calculations and plotted figures
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Fig. 2.54 Magnetic flux density lines (red arrows) and superconducting current (green lines)
induced by the external magnetic field
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Fig. 2.55 Temporal behavior of the total current through the ring cross section. Its initial and final
values are zero in accordance with experiments and theoretical predictions: the external field sets
it up and removes it when it is off at arbitrary speeds. Two values of omegal are used (1-green
curves and 2-red curves). Omega?2 is the same in both cases. Thick curves correspond to the case
when the artificial conducting environment’s contribution to current is included: this proves that it
is negligible

and in Settings delete two lines under the Expression. In the remaining line, we need
to insert z-component of curl A, i.e., u4x — u3y. Integration should be restricted by
the interior surface of the ring with radius (rO — r1). Thus, the integrand should
be (udx —u3y) * ((x"2 + y™2) < (r0 —r1)"2). As above, before evaluation, one
should choose Cut Plane 2 in the Data set of Settings window. After evaluation is
finished, Table 3 will appear under Tables in Model Builder. Right-click on Results,
call-in 1D Plot Group, right-click on 1D Plot Group 3, and call-in Table Graph. Click
on Table Graph 1, and in Settings, choose Table 3. Then you can plot it. You will see
from this plot (Fig.2.56) that the flux is not a flat line, i.e., the compensation is not
100%. That means you are able to discover results that are overlooked in textbooks!
I leave any further exploration of the properties of this state to you. You can plot the
dependence of the flux as a function of distance from the equatorial plane: for that,
all you need is to change the parameter Z-coordinate in the horizontal Cut Plane 2. It
is better to introduce a new one, which is called Cut Plane 3, and generate associated
Table4 with the corresponding Table Graph 2 under 1D Plot Group 3. The corre-
sponding flux is also shown in Fig.2.56. If you explore the problem deep enough,
you will find that when the radii 70 and r 1 of the ring become larger, the result (2.42)
becomes more and more accurate. You may ask: what was wrong with its textbook
derivation? Obviously, Maxwell’s equation (2.39) is not something to question. The
Stokes’ theorem which allowed us to perform the transformation from the surface
integral to a linear one is also beyond the doubts. The reason lies in the used boundary
condition. When the external magnetic field is changing, the flux through the ring
changes, and in accordance with Faraday’s induction law, an electromotive force is
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Fig. 2.56 Incomplete zeroing of the flux through the opening of a microsize ring (blue curve).
Green curve indicates temporal behavior of the flux away from the ring (computed at the coordinate
close to Z0/2). With the increase of the ring sizes (0 and r 1), zeroing is coming in

generated in the ring. The integral [ E-dl is this electromotive force, which during
the flux variation is non-zero, contrary to the assumption made at the derivation of
the relation (2.42). Indeed, for some moments in time, the electric field in the super-
conductor is not zero.? For macroscopic sizes, the overall effect is negligible, but it
turns out to be important for sizes in the realm of nanoelectronics!

2.10 Final Remarks on COMSOL Modeling

At this point, we conclude the COMSOL examples in this book. Actually, one can
generate endless set of such examples based on TDGL equations. We should empha-
size, however, that we used in this Chapter TDGL equations corresponding to the
so-called gapless superconductors. More exact correspondence with experimental
results can be obtained with the TDGL equations valid for finite gap superconduc-
tors. These equations have a similar structure, but are a bit more mathematically
complicated. Chapter 7 of Part II of this book explains them. These equations can be
combined with COMSOL in the same manner as we described above. At this point,
you have gained enough expertise for doing that yourself and, combining creativity
and patience, you can obtain many useful enjoyable results. For your convenience,

SInterested readers can be directed to Sect. 7.4 “Longitudinal Electric Field in Superconductors” of
Part II.
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and to accelerate your progress, all the COMSOL files described in this book, except
the very last one, can be downloaded from the Springer website of this book.

In total, there are 10 uploaded examples. Each of them is in its own folder. The
folder contains original COMSOL code (with the extension .mph), as well as the
animation in the .avi format (except example 1_DiskL.ondon which is static). Exe-
files for Windows and sh-files for Linux are located in the dedicated folders. These
online files generally correspond to the material considered in the book. However,
they may slightly differ from the exact files described and constructed in the text.
The .mph files require COMSOL Multiphysics version 5.4 or higher to run them.
The files in Windows and Linux folders are executable files, which can operate
on corresponding platforms. They include both the codes and COMSOL runtime
files and thus do not require COMSOL itself to be installed on your computer.
When running them, you will have the opportunity to change certain characteristic
parameters and obtain your own solutions and create animations. For example, you
will be able to switch between superconductors of Type I and Type II. You also will
be able to share these files with any other computer users.

Examples of animations are included as well. You can increase the study time
and obtain animations which run for a much longer time. One should keep in mind
two issues related with the dynamic output of the modeling. (1) Initial pattern as a
rule is not yet accurate since the initial conditions are in most of cases impossible
to introduce correctly. Thus, the system adjusts itself to correct values based on the
equations themselves, and it takes a certain amount of time for that process to finish.
Thus, typically, there is an initial disturbance in the system which is unphysical. (2)
During computation, the processor cannot compute with an ideal accuracy. There is
a small error in solutions, and with time that error accumulates. If you are negligent,
the results may become artifacts. So an increase of time should be accompanied with
additional steps that account for this fact, for example, refining the mesh.

I will provide some advice for each of the exe-files now.

1_DiskLondon. Default values of geometrical parameters, when changed,
sometimes may cause homogeneous blue color of the background. That is
related with plotting procedure (occasional division by zero at x = 0). That is
a minor drawback which I had no opportunity to fix. Keep changing parame-
ters, and the proper coloring scheme will come back.

2_MeissnerTDGL. Click Compute after downloading. When computation
is over, you can also generate and export an animation. You can choose the
number of frames, and Frames per second. Do not forget to arrange a path for
recording in the Filename window. You can change the value of kappa and
enjoy the difference between Type I and Type II superconductors.

3_Meissner4Eqs. This is the same problem, with different mathematical
approach to the solving procedure as described in the text.
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4_Washer-3D. This example may require more computer resources. How-
ever, 16Gb of RAM should be enough. Also, computation will take a longer
time.

5_PSC. This is demonstration of phase-slip oscillations in a 1D wire. Please
note that there is an artificial weak point (called “inhomogeneity”) in the code.
Its negative values (-p) correspond to weakening of superconductivity. If you
choose its amplitude to be 0 instead of the default —0.3, the oscillations will
take place at the middle point of the wire. Otherwise, they are shifted towards
the inhomogeneity. Have fun!

6_CurrentStrip. Current flows through the strip and generates vortex-
antivortex pairs, which annihilate. You can change almost all the relevant
parameters and watch the consequences.

7_PhononBasic. This illustrates my statement that the initial pattern often
contains an unphysical disturbance which will soon disappear. You will see
then how the annihilation of the vortex-antivortex pair creates a spike of the
electric field, i.e., generates electromagnetic radiation. Default evolution time
is a bit short: increase it to above 150 to see the annihilation event. Keep
in mind that the normalized color scale depicts the modulus square of the
wave-function, i.e., the Cooper pair density. The file name contains the word
“phonon” because there is a phonon flux in the middle of strip orthogonal to
the flow of current, weakening superconductivity as in the case of Example
#5. You can regulate its effect by changing its amplitude p.

8_StripWithDents. This example illustrates how the imperfect edges of the
strip, say, defects created by inaccurate nanolithography, may cause problems
in superconducting electronics. Increase the evolution time, and generate your
own avi-file to see the annihilation of vortex-antivortex pair. Recall that in
accordance with the previous example, such processes generate (unexpected
for the electronics engineer!) spikes of voltages.

9_SFQgenerator. Passage of DC current through the SNS junction creates
a vortex, and the vortex moves and leaves the junction. SNS junction itself
is created by the same “phonon weakening” as above. Leaving the junction
creates a voltage spike during this event. SFQ pulse generation is at the heart
of superconducting electronics. Unlike previous examples, this one can be
regulated. You may change the applied current amplitude and find the threshold
needed to move the vortex. That tells us that the pulses can be generated on
demand by the applied current.

10_SFQcloning. In this case, the initial current whose presence is mimicked
by the magnetic field, is not enough for the excitation of a moving vortex. At
some moment in time, at the “Arrival time of SFQ” an additional current pulse
is applied. That creates overthreshold conditions and the vortex starts moving,
eventually leaving the junction, creating a voltage spike, and thus cloning the
SFQ which triggered its motion. You can increase the Arrival time to make the
process more distinct.
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All these resources are available to everyone, even those who do not possess the
COMSOL package. The websites for downloading are mentioned at the bottom of
the first pages of Chap. 1 and this Chapter. Needless to say, having basic COMSOL
package will allow you to do much more; you can download and use these mph-files,
and create your own, perhaps even better, examples. Good luck!
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Chapter 3 ®)
Stationary Ginzburg-Landau Equations st

Starting with this Chapter, we will consecutively introduce the basic framework
which will eventually allow us to present the derivation of time-dependent Ginzburg—
Landau equations. This chapter will deal with static phenomena. After preliminary
notions, some of which are repeated for self-consistency from the material already
introduced in Part I, we will first derive the set of stationary Ginzburg—Landau equa-
tions following the original phenomenological approach. Then, BCS theory will be
introduced, using Gor’kov’s Green’s function formulation. On the basis of this the-
ory, the phenomenological Ginzburg-Landau equations will be justified, and their
phenomenological parameters will be computed from the microscopic theory.

3.1 Introductory Concepts

The first main property of superconductors—the flow of electric current without
resistance—was discovered by Kamerlingh-Onnes [1] in 1911. For more than 20
years this phenomenon was interpreted as superfluidity, or lossless motion of the
electron liquid in metals. The second main property—the total expulsion of the
magnetic field out of the bulk superconductor’s interior—was discovered by Meissner
and Ochsenfeld in 1933. Their half-page report [2] immediately led to very deep
insights into the nature of the phenomenon of superconductivity, which eventually
allowed bridging the properties of superconductors with quantum mechanics.

We start with a brief discussion of the main superconducting properties. In this
section, we sacrifice the historical chronology of superconductivity in favor of intro-
ducing some major concepts which will be used in later sections of the book without
special explanation.
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3.1.1 Infinite Conductivity

In an attempt to understand ideal (infinite) conductivity, one can first refer to Ohm’s
law j = oE, and try to handle the infinitely large values of ¢. To reach this goal,
it is necessary to go back to Ohm’s law and eliminate the dissipative term at the
initial stage of its derivation. Then one would get “Newton’s law” describing the
lossless motion of the charge carrier: mv = eE. Combining it with the relation E =
—(1/c) (OA/0t), and performing the integration, we find:

e
mv=—-A 3.1)
C

(here the constant of integration is chosen to be zero owing to the appropriate ini-
tial condition; also full time derivative in Newton’s law is replaced by partial time
derivative). To avoid for the moment the difficulties related to the arbitrariness of
the gauge for A in (3.1), one should take a curl of (3.1), bearing in mind the rela-
tions curl A = B, and j = env, where n is the carrier density. From this follow the
gauge-invariant relations (A = m/e’n):

OAj
8_: —E, and ccurl Aj = —B, (3.2)

first introduced by London and London [3], which should replace Ohm’s law for
superconductors.

3.1.2 Ideal Diamagnetism

Let us now move to the second main property of the superconducting state, namely,
to ideal diamagnetism, which is frequently called the Meissner effect. At first glance
there is nothing especially surprising in this phenomenon: we know, that application
of magnetic field causes the screening currents, which shunt the interior of the con-
ductor and can persist infinitely, if the conductivity is ideal. However, the experiment
with magnetic field repulsion may be performed in a different way: the magnetic field
is applied initially at sufficiently high temperatures (in the normal state) and after the
screening currents have died out, the temperature is lowered below the superconduct-
ing transition point 7' = T.. Such experiments have shown that in superconductors
the screening currents arise again after cooling down through 7, and this distinguishes
superconductors from ideal conductors. Thus these currents cannot be explained on
the basis of classical concepts because the static magnetic field of classical electro-
dynamics cannot perform work, and consequently cannot produce the circulating
screening currents. Formally the Meissner effect can be explained by the relations
(3.2)—we already discussed that in Part I of the book. As we concluded there, both
ideal conductivity and the Meissner effect are related to the proportionality of the
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current j to the vector potential A. This contradicts the classical electrodynamics,’
in which the current is proportional to the electric field E, and provides fair grounds
to assign quantum properties to superconductors.

3.1.3 Energy Gap

In 1935 London published insightful arguments elucidating how the Meissner effect
is coupled with the possible existence of the gap in the energy spectrum of the charge
carriers [7]. Namely, within the quantum mechanical description the current

A 2
J= 3V V) — A (33)
m mc

(here h is Planck’s constant 4 divided by 27) consists of two components: the term,
containing Vi (the “paramagnetic” term) and the term, explicitly proportional to
A (the “diamagnetic” term). If A 0, the ¢-function in normal metals acquires
dependence on A as well, so these two components are of the same order and usually
cancel each other to a large extent, so that a weak dia- or paramagnetism occurs,
depending on the details of the electronic structure. If one assumes that there is a gap
in the energy spectrum associated with the transition to the superconducting state,
then in the magnetic field the electronic spectrum of the system will not be changed;
the wave function v of the state will behave as “rigid”: ¢ = 1, = /(A = 0), so that
the paramagnetic term should continue to be zero (as in the case of A = 0), while
the diamagnetic term should provide the main response.

The presence of a gap in the energy spectrum will make the creation of single-
particle excitations impossible, providing the non-dissipative motion alike of
described by (3.1).

In normal metals the spectrum of elementary excitations of electrons with
momenta in the vicinity of py has the form

& =vr(p — pr), (3.4)

which follows straightforwardly in the parabolic band approximation &, = p?/2m —
€r, where e is the Fermi energy: e = p%/2m = mv% /2 (the same type of relation
as (3.4) can be justified in more general cases). Evidently, for normal Fermi-liquids
there is no gap in the energy spectrum. Let us suppose that in superconducting state

I Classical electrodynamics is based on Faraday’s concept of local influence of the electromagnetic
fields on charges. Meanwhile, for a long enough solenoid (one can even realize “infinitely long”
option in the toroidal geometry—the magnetic field H outside of the solenoid is absent though in
a wire looping the solenoid a current will start flowing when the loop will be cooled down to the
superconducting state! As was pointed out by Aharonov and Bohm [4] (see also [5]), the quantum
objects can “sense” the field potentials A and ¢ while the values of E and H are zero. That fact
allowed Feynman to declare that the real physical fields are not E and H, but rather A and ¢ [6].
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the excitation spectrum possesses a gap-like peculiarity:

ep = /&2 + A2 (3.5)

In the presence of this gap |A| the birth of single excitations with small energies
is impeded. In Sect. 3.3 we will see that the microscopic theory indeed leads to the
spectrum of the type (3.5). Here we discuss some of the consequences that follow
from (3.5).

3.1.4 Bogolyubov—De Gennes Equations: Analogy with
Relativistic Quantum Theory

The spectrum (3.5) has an analog in the relativistic quantum theory [8], where the

electron energy is E, = ,/p* + m(z) (my is the electron rest mass, ¢ = 1). One can

try to reconstruct the wave function of the particle having the spectrum (3.5), by
writing down the stationary Schrodinger equation (using the equivalent Hamiltonian
method; this is sometimes called the equivalent mass approach) [9]:

&(—ihV)) = e (3.6)

As was done by Dirac in the relativistic quantum theory (see, e.g., [10]), one can
extract the square root from the operator by linearizing it (here and below i = 1):

&—iV)=a <—iv2 - ep> + Bl4] (3.7)
2m

where @& and Bare some mathematical objects to be identified by squaring the operator
(3.7). In the absence of external fields we should obtain the spectrum (3.5). This leads
to the relations

@=1, B=1, (3.8)
a8+ Ba =0. (3.9)

In the simplest case & and 3 are not numbers, but they may be expressed as super-
positions of the Pauli matrices [the unity matrix 1 does not participate in these linear
combinations, as is seen from (3.9)]:

a=>"as: B=Y b, (3.10)

where the prime denotes i # k according to (3.9), and (3.8) gives
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doat=> b=1 (3.11)

Thus the wave function in (3.6) is a one-column matrix:

~ (U
V= <V> (3.12)

One can demand now, that in the case of normal metal (A = 0) the components
U and V should become decoupled. This means that in the composition (3.10) for &
only the coefficient at the matrix

~ 10
o, = (O _1) (3.13)
will not vanish. In view of relations (3.10) and (3.11), this leads to
A 0 ei9
ﬁ - (e—i9 0 ) ) (314)
where 6 is the (real) phase factor. Introducing the notation
=|Ale’ (3.15)
we represent (3.6) in the form
V2
5u=—<—+eF>u+Av, (3.16)
2m
VZ
eV = (——i—eF)V—i-A*Z/{. (3.17)
2m

In the presence of a magnetic field? these equations become

2
eU(r) = |:21 (—12 - —A) — EF] U) + AV(r), (3.18)
m or ¢

2
eV(r) = — [ﬁ (—l2 + A> — Epj| V(r) + A*U(r). (3.19)

2The magnetic field may be introduced by generahzatlon of the standard method [11]. One can start
from the Lagrangian L(r, ¥) = ami? /2 — [)’l Al + Qer - A/c. The scalar potential ¢ can be included
in e . This Lagrangian gives the correct expression for the Lorenz force acting on the electron in nor-
mal metal (when A = 0). Thus in presence of a magnetic field we have the Hamiltonian . H= pr—
L, where p= 0L/<9r =a(mr +eA/c), ie., H= a@p —TeA/c)?/2m — Qep + ﬂ\A\ which
yields (3.18) and (3.19).
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This system of (3.18) and (3.19) is called the Bogolyubov—De Gennes equations
[12].

3.1.5 Andreev Reflection

For stationary states we consider the wave function in the Schrddinger representation,
which includes the factor exp(—ict). Separating also the fast-oscillating factors in
the wave function:

D(r, 1) = exp(—ict) Py, (£) exp(ipr - ¥) = Py, (5, ) exp(ipr - 1) (3.20)

and restoring the time-differentiation operators, one can transform (3.18), (3.19) to
the form:

.0\~
<15 - aego) Py, (r, 1)
= <—iav3 + Sy, A) D (0, 1) + |A| B, (x, 1). (3.21)
ar ¢

Thus the analogy between the particle spectra has led to an apparent parallel
between (3.18), (3.19) and the Dirac equation [8, 10]. There are numerous conse-
quences from (3.21) [or, equivalently, from (3.18) and (3.19)] that are analogous to
relativistic quantum effects.> We consider the most prominent of them: the so-called
Andreev reflection.

In the absence of external fields, the z’/;—function may be taken as real (without loss
of generality), and using the normalization

Tr % = UV =1, (3.22)

one finds from (3.22), (3.16), and (3.17):

L R L R
u_2(1+€>, v_2<1 6). (3.23)

According to (3.22), the charge carrier with spectrum (3.5) is in a superposition
of states, having the probability amplitudes ¢/ and V. As follows from (3.23), this
superposition is essential in the energy range £ ~ |A|. For £ > |A| we have from

(3.22) and (3.23): 1/112”> P U?; this is an electron-like excitation. For £ < —|A|

3We note that there is not a one to one correspondence between effects in superconductors described
by the Bogolyubov—De Gennes equations and the physics of the Dirac equation. Even formally there
are pronounced differences between these equations. Due to them, for example, the quasiparticle
has no magnetic moment associated with “zitterbewegung” [13] of electrons in superconductors.
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we have z/JfK pr V?; this is a hole-like excitation. Because the charges of these
excitations have the opposite signs, one has for the charge of quasiparticles, described
by the t-function (3.12), the expression [14]:

g =U =V =¢/e (3.24)
(the electron charge is unity). It follows that quasiparticle charge, as well as its group
velocity
Je &p
= _— =-=-—=4q,V, 3.25
Vg ap cem q+v ( )

vanishes (and reverses its sign) at p = pp.

Consider now the propagation of such a particle in a medium, where |A(r)] is a
spatially inhomogeneous function. For instance, | A(r)| may increase smoothly from
zero to Ag at the boundary between normal and superconducting phases. Let the parti-
cle be moving from a normal to a superconducting region, with its energy £, obeying
the relation 0 < €, = {, < Ao in the normal region. In the superconducting region,
as can be seen from (3.5), somewhat smaller values of §,, and consequently smaller
values of p’, correspond to the same energy ¢,. At the point where |A(r)| = ¢,
we have p = pp, and according to (3.24) and (3.25), the particle should stop and
be reflected. The group velocity in this case reverses its sign, but the momentum
retains. This means that the reflected particle reverses its charge [see (3.24)], i.e.,
the reflected electron excitation becomes a hole. In the relativistic theory, this phe-
nomenon is known as the Klein paradox [15]. In the superconductivity theory, it
corresponds to the Andreev reflection [16]. The Andreev reflection takes place when
a current flows across the boundary between a normal metal and a superconductor.
This process was demonstrated experimentally by the radio-frequency size effect
[17]. As can be seen from Fig. 3.1, the specifics of such a reflection allow one to fit
the electron’s trajectory (having a diameter D in presence of a magnetic field Hy)
within the normal metal layer of thickness d = D/2. Evidently if the film borders a
vacuum, the minimal value of the field is H = H), but for a film deposited on a super-
conductor (see Fig. 3.1) the closed trajectory is achievable in the field H = Hy/2[17].
This example demonstrates one of the remarkable kinetic properties caused by the
nature of superconductivity.*

3.1.6 Electron Density of States

There are two additional points. The first relates to the density of the energy levels
of quasiparticles having the spectrum of (3.5). In a description of normal metals, the

41t is recognized nowadays that the Andreev reflection plays a major role in “our ability to insert
current into a superconductor” [18]. The related physics is very important for various fundamental
and applied problems of superconductivity [19-28].
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Fig. 3.1 Experimental @ H
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density of the levels can be obtained when one passes from the momentum summation
to the energy integration:

b p
(.)— /(. Gy

so for the momenta p ~ pp, the levels’ density is a constant N(0) = mpp /27>
However, in superconductors, the levels’ density is a singular function

~ % /(. _)de = N(0) /(. _)de, (3.26)
T

(> — |A]P)

Thus, when there is a gap in the excitation spectrum, the energy levels (or states) of
quasiparticles are pushed out from the intra-gap into the gap-edge region of energies
le| Z |A|. This singularity of superconducting energy levels will play an important
role in further discussions.

N(O)/(. .)dE — N(O)/(...)%da = N(O)/(...) de. (3.27)

3.1.7 Coherence Factors

The second point relates to the coherence factors. The form of the wave function
(3.12) indicates that in calculations of the matrix elements connected with the tran-
sition of quasiparticles from level ¢ to level ¢/, combinations of the type

UEVE) £ VEUED), UEUE) £VE)V(E) (3.28)
would appear, depending on the form of the interaction operator. The squared quanti-

ties (which define the corresponding transition probabilities) would be, for example,
(UU' 4+ VV")?. For the last quantity one obtains, after a simple calculation taking
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into account (3.23):

/ 2
&€ 14 ) . (3.29)

UEUE) +VEVET = (1 L& Al
2 ee!  ee

Other combinations in (3.28) lead to analogous relations, differing only in the signs
in the parentheses in (3.29). These factors are called “coherence factors”. They renor-
malize the transition matrix elements in superconductors relative to those in normal
metals.

For the processes that are symmetric over the electron-hole excitation branches,
the odd terms in &£’ in (3.29) disappear and the coherence factors are of only two
types:

(14 |A*/ee’) and (1 — |A)?/e€)). (3.30)

Note that for ¢, ¢’ ~ |A|, the transition probability doubles for the first factor and
vanishes for the second one. This is important, because the states with € ~ | A| play
an essential role in kinetic processes, as may be expected from the peculiarity in the
density of states (3.27).

3.2 Phenomenological GL Theory: Triumph and Limits of
Human Imagination

The Ginzburg-Landau (GL) theory permits a deep insight into the phenomenon
of superconductivity in the case of thermodynamic equilibrium and provides the
most transparent technique for investigating this phenomenon. Developed before the
microscopic theory of superconductivity, its predictive power is tremendous and can
be qualified as the triumph of human imagination. However, it is puzzling that the
authors did not make one more step, and discover the Josephson effects in the way
we did in Part I. Even a genius’ imagination is sometimes limited! We continue our
discussion with the presentation of this theory [29].

In formulating this theory, the experimental knowledge that the superconducting
transition is a second order phase transition was used. We will remind that the first
order phase transitions (e.g., melting of crystals or evaporation of liquids) are related
with the discontinuities of thermodynamic potentials (such as the free energy). In case
of the first order phase transitions the derivatives of thermodynamic potentials are
divergent at the transition temperature. In case of second order phase transitions the
thermodynamic functions are continuous while their derivatives are discontinuous.
Accordingly, GL assumed that below the phase transition temperature 7, all the
electrons of the superconducting metal can be characterized by a superconducting
order parameter ¥ # 0at7T < T, and ¥ =0 at T > T,. On intuitive grounds, the
order parameter ¥ was considered as the “effective wave function of superconducting
electrons”.
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3.2.1 Free Energy Functional

According to the theory of second order phase transitions [30] the free energy of
superconducting state in the vicinity of 7, may be presented as a functional of the
complex variable ¥, permitting the expansion (we make for a moment H = 0 ):

F?:F,?+a|l1/|2+§|l1/|4+~-- (3.31)
(the terms proportional to ¥ and ¥* do not enter this expansion in view of the gauge
invariance of the free energy). In expression (3.31) F? is the free energy of the normal
phase. At fixed temperature T < T, the free energy (3.31) is minimized by the value

of | (T)|, which can be found from equation

OF?
8|¢|2 =0, (3.32)
subject to the condition
O*F?
From (3.32) and (3.31) one finds
WP = = 2, (3:34)
p

i.e., the factors « and (3 have opposite signs at T < T.. From the condition (3.33) it
follows that

Be=p(T) >0 (3.35)
and combining this with (3.34), we find

a. = a(T,) =0. (3.36)

According to this for temperatures near 7, it could be written

a(T) = (j—;) (T - T), (3.37)
T.
B(T) = .. (3.38)

Based on these expressions one can conclude that in the case of thermodynamic
equilibriumat 7 < T,
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WP = — (d—o‘) (T —T,), (3.39)
B \dT ) ;.
ao? 1 da\?
F'=F%— 35 = FY — 35 (d_T) (T —T.)%. (3.40)
c T.

Let us now consider a superconductor that is placed in a static magnetic field
H(r). The free energy F. SH must have an additional term that is equal to the field
energy B?/87. Accordingly, the critical magnetic field in a spatially homogeneous
case may be found from the equation

H_<'2 — 0 _ g0 o’

=B R =55 (3.41)

Generally, one must also take into account the energy, which is proportional to
the inhomogeneity of the wave function |V¥ |2, Thus at small gradients,

B2
FH = F0+ g + const VY. (3.42)
Y[

The last term in (3.42) corresponds to quantum-mechanical kinetic energy. Hence
there are reasons to represent it in the form

2

) 1
V¥ |~ =
21, 2m,

| — ihV¥|?, (3.43)
where m, is some coefficient having the dimensionality of a mass. To include the
magnetic field in the scheme, it is necessary to make in (3.43) the usual quantum-
mechanical substitution

—ihV  —>  —inv — ZA, (3.44)
C

which enables one to obtain the gauge invariant equations. Here A is the magnetic
field’s vector-potential, and e, is the charge of the carrier, represented by the wave
function ¥. Thus, the free energy density may be written in the form

B2
FH =F04 —
$ °+87r+2m*

2
—invw — Zawl (3.45)
C

Demanding the minimum for the total free energy

FH — / Fidr (3.46)
Vo
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(Vp is the system’s volume), one can obtain the equation for ¥. Varying (3.46) by
w* gives

1 . \2
SFH — / { (—mv - e—A) Wt aw + mww} SwrdPr
v | 2m, c

12 .
+ /(Nl*( w— £Agz/) (3.47)
s I

2,

(S is the metal’s surface). Because W™ is arbitrary, we find from (3.47) an equation
for the order parameter

2
(—ihv _ e—*A> Wt oW + BIWPY =0 (3.48)
C

2m,

and also the boundary condition
n(=inve - ZA¥) =0 (3.49)
c

(here n is a vector normal to the metal surface). The variation of (3.46) by A yields
the Maxwell equation

47,
curl curl A = —j, (3.50)
c

where the current

2
i= -t vw —wver) - 5 gpa (3.51)
My myc

has a typical quantum-mechanical form (3.3).

Expressions (3.48) and (3.51) comprise the Ginzburg—Landau system of equations
describing the behavior of superconductors in a static magnetic field. Presenting the
complex function ¥ in the form

v =¥l (3.52)
one can rewrite the expression for the current:

hes

j= (va — h—A) = e, N,v,. (3.53)

Here |¥|? is the “density of superconducting electrons” in the Ginzburg-Landau
normalization, |¥|?> = N, and the superconducting velocity v, is equal to
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h *
v, = — (ve _ e—A) . (3.54)
my he

Putting B = curl A, one can easily prove that (3.53) coincides with the London
equation’
eiNx

msc

curl j = — B. (3.55)

Substituting into (3.55) the Maxwell equation

4,
curl B= —j (3.56)
c
and taking into account that
divB =0 (3.57)
we obtain the equation
) 477(3,%1\(Y
VB = —B. (3.58)
myc

3.2.2 London Penetration Depth

Equation (3.58) subject to condition (3.57) describes the expulsion of a magnetic field
from superconductor’s interior (the Meissner effect). Let us consider the distribution
of a magnetic field in a superconductor near its surface, assuming the latter to be
a plane. The characteristic parameter, which has the dimension of a length, in this

situation is "
4me2Ny\ -
A =< :f*cz) : (3.59)
*

as may be seen from expression (3.58). In the case considered here, the field distri-
bution depends on one (say, x) coordinate only. Then

d’B _ B (3.60)
dx?2 A2 '
with the boundary condition
dB,
=0, (3.61)
dx

which follows from (3.57). From the expressions (3.61) and (3.57) one can conclude
that the vector of induction B in the depth of the superconductor has the form

B(x) = Bye ™/, (3.62)
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where By is a tangential component of the external field. The characteristic length
AL (3.59) is called the “London penetration depth”.

3.2.3 Coherence Length

The Ginzburg-Landau set of equations has one more characteristic scale, which has
the dimensionality of the length. Its value [usually marked £(7')], as may be seen
from the (3.48), characterizes the scale of spatial evolution of ¥ -function and is
given by

- 2m.|o(T)]
) = ——. (3.63)
The temperature dependence of £(7') in the vicinity of 7. is found using the formula
(3.37):
d —1/2
@
&(T) = h{2m, (—) (T. = T) . (3.64)
ar / ;.

We are able also to obtain the temperature dependence of A\, = A, (7). Indeed,
in the vicinity of 7, one can substitute (3.39) into (3.59) with the result:

m*czﬂc 12
A(T) = . 3.65
LM {47re§(da/dT)TC(TC—T)} (3.65)
The ratio of these two characteristic lengths
(T 1/2
. L( )_ mycC c (3.66)

"TET) T he, @)

is temperature independent and, as we have seen in Part I, is an important parameter
of a superconductor, defining its behavior in a magnetic field. We will understand
the reasons now.

3.2.4 Sign of Surface Energy

Let us consider the surface energy of the flat boundary between normal and super-
conducting phases, which may exist in a magnetic field. In the normal phase, the free
energy density, including the field energy, is equal to F° + H?/(8). In the region
where ¥ # 0, the free energy density is F¥ (3.42). Near the boundary one must take
into account the energy associated with the magnetization of a superconductor
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B—-H
M= . (3.67)
47

In the depth of the normal phase, the equation B = H = H, holds (the second of
these equations is also valid in the depth of bulk superconducting region, because
of ¢ curl M = j). Thus the surface energy

_ 2
Ons = / {Ff’(o - ym —F)— B—} dz (3.68)

T 8

taking into account (3.45), is equal to

/{ LA <aw>2
Ons = « A o Y

2 28 " 2m, \ oz
LG g BHBY (3.69)
2m,.c? 8T 47

[according to (3.41), a?/283 = H?*/(8m)]. In (3.69), the ¥-function was assumed
to be real, because the term iA - V¥ vanishes owing to the condition A, = 0. The
analogous term also disappears from (3.48) for the order parameter, so (3.53) for the
current acquires the form

. e? 2
j=——2U"A. (3.70)
myc
It is expedient to use the variables
1/2 -
_ — A — dA B
=t woe (P A A g2 B 5o
AL || H. )\ dz H.

Removing the bars above the symbols to simplify the notation, we present (3.48) in
the form

y 1
' = K2 [(EAZ — 1) v+ wﬂ (3.72)
and write expression (3.69) as

ALH?
8w

Ons =

/OO [%(w’)z + (AW Ut (A - 1)2} dz.  (3.73)

—00

Integrating the first term in (3.73) by parts, using the condition ¥'(£00) = 0, one
can reduce (3.73) to the form

O = c / [(A" = 1)* — ¥*dz. (3.74)

o]
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Expression (3.74) vanishes if the integrand is identical to zero: A’ — 1 = £W¥ 2. Since
B = A’ and B must decrease with increasing z, then

A —1=—-y2 (3.75)
From (3.50) and (3.70) it follows that
A" = AU*. (3.76)
Taking the derivative of (3.75) and introducing it into (3.76), we find

1
V= AW (3.77)

Substituting ¥’ (3.77) and A’ (3.75) into (3.72) shows that (3.72) is fulfilled iden-
tically at x = 1/+/2. One can also see, that the condition (3.75) which was used
earlier does not contradict the boundary conditions: A’ =1l atz = —ocoand A =0
at z = oo. Thus we arrive at a very important conclusion: at x = 1/+/2 the solu-
tion of order parameter equation causes the surface energy to vanish (this criterion
was established numerically by Ginzburg and Landau [29] and proven analytically
[12] by the Sarma method; the alternative method we used here is by Lifshitz and
Pitaevskii [31]). Generally, 0,,; may have an arbitrary sign [32]. To see this we will
once again use (3.73), as well as the first integral of (3.72) subject to (3.76), which
has the form’

2(l]/’)2

— 4 2 — AP — Ut 4 (A)? = const = 1. (3.78)
K

As aresult we find

Ops =

©r2
< [ [E(qﬂ)? +A'(A - 1)] dz. (3.79)

Note that the second term in (3.79) is always negative, because the field B = A’
which penetrates into the superconductor, is always smaller than the critical one:
A’ <1 (or, otherwise, superconductivity will vanish). The first term in (3.79) is
always positive, but its value and consequently the sign of o,,; are determined by the
magnitude of x [see (3.60)]. Superconductors, in which

AL < E/V2 (3.80)

are called type-I superconductors, or Pippard superconductors. In these supercon-
ductors, as we have seen, 0,,; > 0. Superconductors, in which

5The last identity here follows from the equation (3.76) and boundary conditions ¥ (—o0) = 0,
Al(—o0) =1; ¥ (00) =1, A'(00) = 0.
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A > E/V2 (3.81)

are called type-II superconductors, or London superconductors. In these supercon-
ductors surface energy is negative: o,; < 0. This explains our modeling results in
Part I. Appearance of vortices with normal cores introduces internal ns—boundaries
thus reducing the free energy of superconductors at values of k > 14/2.

3.3 BCS-Gor’kov Theory

The basic cornerstone of the microscopic theory of superconductivity was laid down
by Cooper [33] in 1956. Cooper considered the indirect (mediated by the phonon
exchange) interaction between electrons in metals; this is a process of the second
order in electron-phonon interaction. As is known from perturbation theory, the
second order correction to the energy of the ground state is always negative (see,
e.g., [34]), i.e., the Cooper interaction is attractive. Because the Fermi sphere at low
temperatures is almost completely occupied, the motion of conducting electrons in
the momentum space is quasi-two-dimensional. This means that any weak attraction
between electrons produces the bound state, or leads to electrons pairing. In the
absence of total current, the electrons with opposite momenta have the largest pairing
probabilities. The paired electrons become bosons, with the spin equal to 0 or 1. The
electron system must have rearranged itself (because the paired state is energetically
preferable), forming the Bose condensate of paired electrons (the Cooper”, or “pair”
condensate). The properties of the Cooper condensate are typical for all the Bose
condensates. In particular, at temperatures lower than the condensation temperature
T, the occupation number of paired states with zero momentum is macroscopically
large. This means that in presence of the pair condensate, the anomalous components
of Green’s functions should be introduced into the theoretical description. Such a
generalization of the theoretical scheme was made by Belyayev [35] in the theory of
superfluidity, and the concept of off-diagonal long-range order was developed even
earlier (see discussion in [36]). In the theory of superconductivity, this generalization
was introduced by Gor’kov [37] and in a slightly different way by Nambu (see, e.g.,
[38]). The microscopic description of the superconductor in terms of these formulas
is fully adequate to BCS theory and, being considerably simpler, allows one to avoid
all the problems connected with the gauge-invariance of the theoretical scheme.

3.3.1 Equations for W-Operators

We start with the BCS-Gor’kov model, considering first the case of 7 = 0. The
model Hamiltonian has the form (¢ = h = 1):
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-/ { [w ®) (V— +ep) llla(r):|

af

+g RAGEAHCTAOIAGY } &r, (3.82)
where ¥ (r) and ¥'(r) are the field operators in the Schrodinger representation
(from now on the repeated spin indices imply summation and the symbol > will be
omitted). The BCS-potential ( corresponds to the indirect interaction of electrons.
Let us move to the Heisenberg representation, where operators ¥ and ¥ are the
functions of x = (r, ¢) and obey the equations

o Vv

{ okt eF} W) = (V] 0wm) v =0, (383
0 v2

{’E — 5 eF} Wi (x) + C¥ (x) (wg(x)%(x)) —0. (384

Here we have used the usual equations for the field operators

0¥ (x)

= [H vm]_, (3.85)

and the commutation rules for the Schrodinger operators
). @) ], = dusse =1, (3.86)
[w. (), ws(r)], = [wg (r), lpg'(r/)L —0. (3.87)
Green’s functions for superconductor are defined by familiar [39] expressions

Gos(x, x') = —i(T (!I/a(x)lI’;(x/))), (3.88)
and from (3.169) and (3.84), and (3.86) and (3.87), we get

o V2 G £
lat+2 +€r apX, X

(T (9 009,0) a0 (0))) = 5 = X000 (89)
According to Wick’s theorem, the T -product of ¥ -operators may be presented

as the averaged product of binary field operators. Owing to the presence of the pair
condensate in the system, the T -product may be written in the form
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I CASTABIABIAE)
~ —(T (llla(x)lllﬁ/(x’)»(T (wj(x)wg (x/))> (3.90)

(here the electrons’ scattering processes and the renormalization of their chemical
potential are neglected).

3.3.2 Off-Diagonal Long-Range Order
We can now introduce the anomalous, nondiagonal Green’s functions

Frj}(x,x/)=<T<l1/;(x)ll(1;'(x’))>, Fap(x,x') = (T (W () Ws(x))).  (3.91)

Their presence indicates that the quantum states with N and N + 1 paired parti-
cles (Cooper pairs) are indistinguishable. The last circumstance is connected with
the abovementioned macroscopic occupation of the paired states, and allows one to
neglect the fluctuations in the number of pairs. It is convenient to write the propaga-
tors, which describe the superconducting state, in a matrix form

-~ N o Gaﬂ(x, xl) Faﬂ(xs -x/)
Gaslx, x) = (_Eﬂ(x’x,) e ) (3.92)

where the function 6[@ (x,x") = Gga(x', x) corresponds to the Feynman diagram
with the reversed direction of arrows. The appearance of F-functions, which are non-
diagonal in the Hilbert space of single-particle states, is connected with the phase
coherence of the superconducting electrons [the “off-diagonal long-range order”,
introduced by Landau (see discussion by Ginzburg [40]) and independently by Pen-
rose and Onsager [41].

Note that in a spatially homogeneous and stationary state the propagators (3.92)
depend on the difference (x — x’) only. Introducing in this case the notation

Fo3(0+) = lim  Fup(x —x'), (3.93)

r—>r't—t'+0

one can rewrite the equation (3.89) in the form

o V? R
{ E + - + EF} Gop(x, x/) lCFCW(O—l-) 73()( _ x/) — 1([3{35()6 _ X/). (3.94)

The equation for F u(x — x') follows analogously:

,a Vv? N P /
5—%—6F Faﬂ(x,x)—l—lCFM(O—i—)Gvg(x—x):O. (3.95)
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3.3.3 Spin-Singlet Pairing

We can now exclude the dependence on the spin variables (this is permitted in the
case of interactions, which do not depend explicitly on the spins of particles). Green’s
functions may be presented in this case as the products of orbital and spin parts. The
diagonal Green’s function G,3(x — x’) is proportional to the unity matrix 1 = 0ag :

Gop(x —x') = G(x — x")dap, (3.96)

whereas the off-diagonal functions F* and F are proportional to the matrix, which
is antisymmetric in the spin indices

Flx—x) = IgF*(x —x'), (3.97)
Fop(x —x') = —I,3F (x — x'), (3.98)

where I3 = i(0y)qp is related to the second of the Pauli matrices:

—~ 01 ~ 0—i ~ 10
UX:(lO)’ 0'y=<l. O)’ 0'z=<0_1>. (3.99)

This antisymmetry characterizes the singlet pairing of the electrons, assumed in the
BCS-model, and we will adopt it in further analysis. [In the case of triplet pairing, the
choice of 1,4 is ambiguous (see, e.g., [42, 43]) and leads to states with different free
energies]. The system of general equations for the superconductors now acquires the
form

0,V G "y —iCFO+)F* !
{154-%—1-@} (x —x") —iCFOH)F (x —x')

=d(x —x), (3.100)
L0 V2 .
{1————6F}F+(x—x’)+lCF+(0+)G(x—x/)=0, (3.101)
ot 2m

where F*+(0+) = F(0+)*.

3.3.4 Solutions in Momentum Representation
In the momentum space, (3.100), (3.101) may be rewritten as (P = p, €):
le=p*/2m +ep} G(P) —iCFOH)FT(P) =1, (3.102)

{e 4+ p?/2m — ep}) FF(P) +iCFT(0+)G(P) =0, (3.103)
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or, counting the energy &, from the Fermi energy level er, & = p?/2m — ep ~
ve(p — PF)
{e =&} GP) —iCFONHFT(P) =1, (3.104)
{e+ &) FT(P) +iCFH(0HG(P) =0. (3.105)

The solution of (3.104), (3.105) has the form

e+ n A*
Gp,o)=——-">—, F'(pe)=————-—"—, 3.106
®.0= g Feo=-g——pmn (3.106)
where
A = —iCF(04), A* = iCFT(04). (3.107)

[one should bear in mind that since the case of T = 0 is being considered here,
A=Ay= AT =0)].

The rules to bypass the poles in (3.106) are defined by the Landau theorem (see,
e.g., [39]), using which one can obtain

_ e+&

G2 = (e—ep+id)c+ep—id) (3-108)
A*

Ff(p,e) = (3.109)

_(5—5p+i5)(5+5p—i5)’

where &, is the excitation spectrum of the superconductor

ep =+/& + A2 (3.110)

with a gap |A|.

3.3.5 Self-Consistency Equation

To find the value of the gap, definition (3.107) may be used. Substituting (3.109) into
(3.107), one arrives (with |A| # 0) at the self-consistency equation

S / dp
20m* ) [y iap

Integration in (3.111) over the angles and energy leads to divergence of the integral
at large energies. Integrating in symmetric limits over &p, one finds

1=

(3.111)
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1 C mpp In 25 3.112)
= ———mppln —, .
272 "PEI A

where € is some boundary value of |{,|, which depends on the model assumptions.
From (3.112) it follows that

Ayg = A(T = 0) = 2ee” /%, (3.113)
where |
m
Co = 2wa = |CIN(0). (3.114)

In (3.114) N (0) denotes the density of energy levels for the electrons on the Fermi-
surface in a normal metal.

3.3.6 Isotope Effect

In the model based on the Hamiltonian (3.82), the value of Aj (and, as we will
see further, the critical temperature of transition, 7, o« Ap) may be arbitrary large if
there is no restriction on the value of €. In the traditional BCS model, it was assumed
that only the electrons in the “Debye crust” near the Fermi surface take part in the
pairing interaction, since the interaction is mediated by phonons. We will accept this
assumption and put € = wp in the expressions (3.112), (3.113) and further on. Since
wp o« M~1/2 where M is the lattice ion mass, it follows that T, cc Ag oc M~1/2. This
leads to the difference in 7, between the same metals of different isotope composition,
which is well confirmed experimentally for the usual superconductors.®

3.3.7 Gauge Invariance

Gauge invariance is an important property of Gor’kov’s equations. Electromagnetic
fields may be introduced into the system of (3.100) and (3.101) by the usual operator
replacement

V—>V—ieA or V— V+icA, (3.115)

depending on whether the space derivatives apply to the function ¥ or ¥, respec-
tively (in the same manner the time derivation operator gains the addition of iey).
The equations for G and F* may be written as

“We should notice that there are exclusions from this rule even for the case of phonon-mediated pair-
ing, e.g., in the case of PdH alloy, where the effects of the phonon anharmonicity are essential [44].
The situation with high-temperature superconductors is more complicated, and both anharmonicity
and some additional effects may be significant there [45, 46].



3.3 BCS-Gor’kov Theory 135

8 1 8 . ? / + / /
{la+e¢+%<a_16A) +6F]G(x,x)+AF x,xH=06(x —x'),
(3.116)

8 1 8 . : + ’ * !’ /
i——ep— — a—i—l@A —€ep ¢ FT(x,x)+ A%(x,x)G(x,x") =0.

ot 2m
(3.117)
The functions G, F and F* in the presence of an external field depend on each of
the variables x, x’, and under the gauge transformation

0
@ﬂp_a_’:, A—> A+ Vy (3.118)

they transform according to the rules
G(x,x") = G(x, x)eMOXN By ¥y > F(x, x)e!“XOXE) (3119)

which follow from the transformation rules for the field operators ¥ and ¥ .

The transformation rules for F*(x, x’) and, consequently, for A* and A, are also
defined by (3.119). So, the gauge invariance of (3.117) is straightforward. It must
be stressed that in certain cases it becomes possible to make the value of A real by
special choice of the gauge. In such cases this value coincides with the parameter
in the excitation spectrum, which was introduced in the pioneering BCS theory.
But in general, A = A(x) is a complex variable and contains additional physical
information. This circumstance is one of the important consequences of the Gor’kov
theory, as we will see later in Sect. 3.4.

3.3.8 Description at Finite Temperatures

We now generalize the theory to the case of finite temperatures. To do this, it is
necessary to apply the Matsubara technique [39], which introduces the imaginary
time coordinate 7. The emerging equations are analogous to (3.100) and (3.101):

o V? N
{_8_T+_+6F}Q5(x—x)+A§ x—x")=38(x—x), (3.120)

o V2 N
{E—i———l—ep}g(x—x)—i-A B(x—x)=0,  (121)
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where
=¢IFO0+), A* = [CIFT(O0+). (3.122)

Using discrete imaginary frequencies
e=¢e,=i@n+ DT, n=0,%1,+£2,..., (3.123)

according to relations of the type
Fra—x)=T) e / dS—pel‘Pfsﬂp) (3.124)
- 2m)3 c ’

[and analogously for §(x — x") and &(x — x’)], one can find from (3.120) and (3.121)
the system of equations

(e = &)B.(p) + AT (p) = 1, (3.125)
(e + )T (p) + A" (p) = 0. (3.126)
They have the solutions
&.(p) = %, (3.127)
§rp) = %. (3.128)
e — & — |4

3.3.9 Weak-Coupling Ratio 2A(T = 0)/T,

The value | A| may be defined from any of the relations (3.122) and with the help of
(3.128) one can obtain at |A| # 0 an equation

I
= 2y Z/ 2 retiap +£p Yy G129

The summation over the frequencies may be carried out using the expression

]

Lo
3 [@n+ 1’7 +a*] 7 = — tanh 2 (3.130)
2a 2

n=—0o0

As a result we obtain from (3.129) the self-consistency equation
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o dg, J& ¥ 147
1= 40/ tanh , (3.131)
0o Ja+lap T

which determines the at arbitrary temperatures. Note that (3.131) may be presented

in more transparent form (¢ = ,/§2 + | A]?):

wp _ 0
=6 / ded - 2n.) (3.132)
I

A JEE— AR

where the distribution function of Fermi excitations is given by the formula

0 1

n =————. (3.133)
° exp(lel/T)+ 1

Setting T = 0, one obtains from (3.132) the relation (3.111) for the gap |Ag|. At
T = T, the gap | A| vanishes and (3.132) reduces to the equation defining 7:

“p de €
1= — tanh , 3.134
Co/o - tanh >~ ( )
from which one obtains -
T, =2~ wpe /%, (3.135)
™

where + is the Euler constant: v &~ 1.78.
Comparing the quantities (3.113) and (3.135), we find

AAT =0)| 2
4T =0 _2m 4 (3.136)
T v

This relation provides an empirical criterion of quantitative validity of the BCS
model. It is fulfilled for most superconductors with weak electron-phonon coupling,
for which

G < 1. (3.137)

The BCS theory describes quite satisfactorily many phenomena occurring in super-
conductors at thermodynamic equilibrium, even in cases, where the inequality (3.137)
is violated. In these phenomena, the BCS interaction potential does not reveal itself
directly. The inelastic collisions, which were omitted in the simplified BCS pic-
ture, are also not important for this class of phenomena. We note now that the
BCS-Gor’kov model may be modified to remove these shortcomings. The Migdal—
Eliashberg model, which is more realistic and better applicable to the problems of
nonequilibrium superconductivity, is considered in detail in Chap. 5.
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3.4 Self-Consistent Pair-Field: Microscopic Justification of
G-L Equations

Initially, the idea that the gap in the energy spectrum of superconductors may serve
as the superconducting order parameter of the phenomenological Ginzburg—Landau
theory, was contained in the foundational work of Bardeen, Cooper, and Schrieffer
[47]. This idea was confirmed by Gor’kov [48], whose work has assigned the status
of microscopic theory to the Ginzburg—Landau study. In the next section we follow
the derivation presented by Gor’kov [48].

3.4.1 Iterated Equations

The microscopic equations of superconductivity considered in the preceding section
may be written in the form

2m \ Or
+AM@F (@, r) =6(r, 1), (3.138)

2
€+ i (2 — ieA(r)) + EF} ®.(r, 1)

2
—c+ 1 <3 — ieA(r)> + ep} Frr,x)
m T
—A*()B.(r,r') =0. (3.139)

The parameter A* (and analogously A) is connected with an anomalous Green’s
function by the relation

A*(r) = [CIT ) (x, 1), (3.140)

where a summation over the frequencies € = in7T (2n + 1) spreads up to |¢| < wp.
Making iterations over A in (3.138) and (3.139), one can obtain the result, which is
convenient to display diagrammatically:

&(r,1') = —> LA = (3.141)

F(r,r') = e e R (3.142)

Here the right arrow corresponds to the normal state function &°, the left arrow—

to 60, the vertex A corresponds to A(r) or A*(r), depending on the convergence
or divergence of neighboring arrows. Additionally, the sign of the diagram changes,
if the vertex A enters the diagram twice. This rule should be followed constantly;
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however, we omit the sign (—) on the diagram. Taking into account all the terms in
the expansions of (3.141) and (3.142) allows us to present the equations (3.138) and
(3.139) in the integral form:

&.(r, 1) = &°(r, r’)—qug(r, ) AT (v, ¥)d’ry, (3.143)
S, r) = /Bg(r, r)A*(r)G.(ry, r)d’ry, (3.144)

though only the first terms of this expansion, depicted in (3.141) and (3.142), are
needed. The appropriate expressions are

& .(r,r) = @g(r, r’)
- f BU(r, 1) A B (r, 1) A* (1) B (12, 1) dPridPry,  (3.145)

FHer) = f Bo(r. 1) A ()& (ry, ¥)dry

= / Bo(r. 1) A (r) (1, 1) A1) B (12, 13) A* (13)

xB2(r3, r') d’r;d’rad’rs. (3.146)

For further calculations one must know the function 62 (r, r"). We will find it first
in the absence of the magnetic field, putting A = 0 and denoting the corresponding
Green'’s function by Qﬁgo (r).

Using the definition of &% (r) and making straightforward calculations, one
obtains

dp . 1
00 — ipr
e () / (277)36 €—ép

Z/oo/l pzdpdCOSGeiprc()SG 1
A » (27T)2 5_61)

i /OO pdp (eipr _ e—ipr) 1
o (2m)2r €—¢€p

m e el
= ———€Xp (IpFr— — —7r¢. (3.147)
27r lel  vF
In deriving (3.147) the relations
_ _ Ep
pdp =md§,, p=pr+ o (3.148)
F

were used.
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3.4.2 Magnetic Field Inclusion

In presence of a magnetic field, the function & differs from &% by the phase factor
p(r,r')

&'(r, 1) = e PS80 (r — v)), (3.149)

where ¢ (r, r) = 0. The function o(r, r’) obeys the equation

(9_(,0 8600 _ 3@00
ar or S Tor

(3.150)

which may be established from (3.149), (3.138) by taking into account the qua-
siclassic conditions: |r —r'| 3> 1/pFp, pr > eA ~ eH ). Because of the spatial
homogeneity of 8%, the relation follows from (3.150):

0 , r—r
n-—p(r,r)=en-A, n=———, (3.151)
or r —r/|

which would be used further.

3.4.3 Slow Variation Hypothesis

As is evident from (3.147), the function % (and consequently ®°) decreases over
distances on the order of &, ~ vr/|¢|. However, the field A near T, varies over
distances greatly exceeding & : A(r) ~ HA; ~ (1 — T/T.)~'/2. This allows us to
present the function ¢ in the form

o, ')y =eA() - (r—r). (3.152)

Now we are able to derive the equation for parameter A. Substituting (3.146) into
(3.140) we find

A*(r) = |V|TZ/6§<L r)A* ()G 1) dry — |§|TZ/6§(r, r)
x A*(r)® (ry, rz)A(rz)@j(rz, r;) A*(r;)82(r3, r) d’r; d’ra d’r;. (3.153)

Let us suppose that the pair field A*(r) weakly varies over distances comparable
with & (this supposition, as we will see, would be confirmed). In the integrand of
the first term in (3.153) one can make a series expansion over the parameter A*(r)

2 A%
1 07A*(r) (r/_r)2_|_... , (3.154)

DA*(r) 1)+

ATr) = AT + or 2 or?
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and also keep only the first item in the analogous expansion of the second term in
(3.153). Substitution of (3.154) into (3.153) taking into account expressions (3.149)

and (3.152), which also could be expanded in powers of the vector-potential A(r),
yields the expression

A*(r) = [T Y (A% (1) f 8. (r6L(r)d’r,

1/0 2
2 (2 4 2ieA) A*(r)f & ()L (r)r2dPr
6 \ Or ¢
—00
—|A|2A*(r>/ &, (Ir —r NSY(Ir; — ra))
x & (Iry — 13 NB® (|13 — r))dr; dry drs. (3.155)

By direct summation over the discrete frequencies it can be established that

T Z & (NSY(r) = / sinh , (3.156)

and owing to this, the first of the integrals in (3.155) would diverge, if one does not
take into account “the smearing” of the coordinate r over the distances r < &. In
the momentum space one can cut off the summation in (3.155) (at |¢| < wp), which
corresponds to this smearing. Using this circumstance, one may write

1
T & (P& =T /

Z/ el =T | S e =S
mpr dfp

27.‘.2 TZ/ fp —52

mpp (<P d&p & _ mpr T,
_ tanh =2 1 4+1n=S). 3.157
272 /_wn & - 2 U T (3.157)

The last equality here is obtained by taking into account (3.134) for the critical
temperature. The second integral in (3.155) may be evaluated, using the formula
(3.156):

=00 00 ; 7 mpr C(3)v%
T;/rl . (8L () d'r = o ek (3.158)

where ((3) is the Riemann zeta-function. The third integral is also not too difficult
to evaluate:
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Ty / &r; EPra d’r; 8L — )P (r; — 1) (r; — 13)¢%(r; — 1)
mp 1 mprp\ 7¢(3)
= 2Py d = (5%) . 3.159
2m2 Z/ S (& —e?)? 272 ) 8(rT)? (3.159)
Gathering the results, one obtains after complex conjugation the equation for A:

1 0 2 7¢(3) !
| (200 (e

T-T.  7((3) ) B
x [ T 8(7TTC)2|A(r)| “ A(r) = 0. (3.160)

The BCS potential disappears from the final result, which has the form of the
Ginzburg-Landau equation for the wave function (3.48) if one associates A with

.

3.4.4 Computation of Phenomenological Parameters

Microscopic derivation permits one to determine the phenomenological parameters
in (3.48). First, the doubled value of the electron’s charge should be noticed in (3.160):
e, = 2e, this is the consequence of the Cooper pairing. For this reason m, = 2m was
chosen in (3.160) and as may be found in comparison with (3.37),

Ja 67T,
(ﬁ)n_ = X Ger (3-161)

The value of the coefficient 3 is sensitive to the normalization of the ¥ -function.

In Sect. 3.2 we have adopted a normalization, with |¥|? corresponding to the density
of pairs [see (3.53)]:

j = 2eNyv;. (3.162)

The microscopic treatment is based on the initial expression for the current

r—>r'7——0

. 2
j= lim 2 {i (Ve — Vp) + e—A(r)} T Z &.(r,r)e . (3.163)
2m m -

Substituting here &.(r, r’) from (3.145), and using the quasiclassical conditions
mentioned above (for details see [39]), one can find:

m

. * 2
BN { ie <A*8A _ 04 )_ 42| A|
m

I=Teaxr2 | m \° or or A(r)}, (3.164)
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where N is the total density of electrons, which coincides with the normal state value.
Comparing (3.164) with (3.51) one can find a relation between ¥ and A:

1/2
v |:7§(3)N:| A

W (3.165)

Now the parameter 3 may be obtained with the help of (3.160), (3.165), and (3.48):

6 (nT.)?
0= _&_ (3.166)
7CB3)Nep
Another relation to be noted is
7¢(3)|A)?
N, = MN, (3.167)
8(nT,)?

which follows from (3.162) and (3.165) and connects the density of pairs, N, near
T, with the total density of electrons in a normal metal, N.

Thus, the microscopic theory not only laid the foundation for the Ginzburg—
Landau theory, but also defined the phenomenological coefficients entering it. In
particular, the temperature-dependent coherence length £(7) and the penetration
depth A, (T') may be calculated. One can ascertain now the self-consistency of the
assumptions made earlier, that at temperatures T = T, these lengths greatly exceed
the correlation length &y ~ vg/ T,. For the London superconductors these expressions
are still valid for temperatures below T, though they fail quickly for the Pippard
superconductors, if the temperature falls. It must be noted that a large class of a
superconducting metals, containing nonmagnetic impurities, may be attributed to
the London-type superconductors, as we will see in Chap.4. Hence, the area of
applicability of the Ginzburg—Landau equations actually is rather wide.

3.4.5 Flux Quantization

In their basic paper [29] Ginzburg and Landau acknowledged that they have no
reasons to assume that e, is different from the electron’s charge e. As we discussed
above, microscopic theory by Bardeen, Cooper, and Schrieffer (BCS) [47] assumes
that current in superconductors is due to the Cooper pairs and Gor’kov was able to
prove that e,, = 2e. In contrast to the mass m,,, which in GL system of equations may
be changed by a simple renormalization of ¥, the charge e, enters the equations (3.48)
and (3.51) additively and its magnitude cannot be chosen arbitrarily. Moreover, its
value can be determined in experiments. In Part I of this book we demonstrated how
the value of the flux in superconductors is becoming quantized (see Problem 3.5).
Here we will consider the phenomenon of magnetic flux quantization quantitatively.
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Fig. 3.2 A hollow
superconducting cylinder in
a magnetic field. C—the
contour of integration,
Ar—the penetration depth

Let us imagine a massive superconductor with a cylindrical cavity placed in a
magnetic field H, which is parallel to the cylinder’s axis. Consider a contour C (see
Fig.3.2) thatencloses the cavity and lies entirely within the depth of the superconduc-
tor. Owing to the Meissner effect, the superconducting current vanishes at distances
from the surface essentially larger than the London penetration depth A;. Thus, as
follows from (3.51), on the contour C one has

. he,
j=

2
W Pve — S

m mycC

U2A = 0. (3.168)

Integrating j along this contour and using (3.168), we find
€x
%VG -dl = A A -dL (3.169)
It must be taken into account that
%Adl = /curl Ads = fB-ds =@, (3.170)

where @ is the total magnetic flux existent in the cavity. The first of the integrals
(3.169) is the phase difference acquired while going around the contour C and it
must be a multiple to 27:

?gw Al =2mn (3.171)

because the ¥ -function is single-valued [# is an integer in (3.171)]. As a result, one

finds from (3.169)~(3.171)

h
® = "Sn = pon, (3.172)
€y
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or, in other words, the magnetic flux in the cavity of a superconductor is quantized
and may change only in portions ¢y = hc/e,. This phenomenon was predicted first
by London [7] and later confirmed experimentally by Deaver and Fairbank [49] and
also by Doll and Nibauer [50], who found the value of e, in (3.172) to be equal to
twice the electronic charge: e, = 2e. Had the doubling of the carrier’s charge been
known in 1950, the analysis of the Ginzburg-Landau equation for the “quantum
mechanical function” ¢ of superconducting electrons might significantly accelerate
the subsequent development of the microscopic theory of superconductivity: the idea
of pairing would become evident much before the BCS approach.

3.4.6 Failure of “Quantum-Mechanical Generalization” for
Time-Dependent Problems

In the vicinity of a critical temperature 7., the solutions of the Ginzburg—Landau
equations are fully equivalent to the solutions of the BCS equations. At the same time,
the Ginzburg—Landau technique is considerably simpler. As we have seen, the “wave
function of superconducting electrons” ¥ (r) is closely connected with the field A(r),
which characterizes the Cooper pair condensate. If one ignores the nonlinear term in
(3.128), then the equation for ¥ (r) formally coincides with the Schrodinger equation
for the particle with the charge 2e and the mass 2m. The simplicity and transparency
of such an analogy has lead to attempts of using the Schrodinger-type equation to
describe the dynamic properties of superconductors in nonstationary fields: A =
A(r, t). At first glance, the “natural” extension of (3.128) for the nonstationary case
may be obtained by the “quantum-mechanical” generalization:

0¥ (r, 1)
| — =

1 . )
ey {—% (V —2ieA(r, 1))

6(77Tc)2 [i

1 2
CTCB)er | T, +ﬁ|‘1’| ]}'I’(r’t)- (3.173)

Such a generalization, however, may immediately lead to a contradiction (mentioned
by Eliashberg [51]). Indeed, the “continuity equation”

w2 1
a'@f' o div {|qf|2 (A — 2—v9>} (3.174)
e

follows in the usual manner from (3.173). However, such an equation is inconsistent
with the action of nonstationary fields on superconductors. Indeed, based on Gauss’
theorem, one can derive from (3.174) that at an action of the time-dependent field
A(t), |¥|? inside of any finite volume of superconductor can change only because
of the flow of the currents j through the surrounding surface, which is obviously
incorrect physically. To break this conservation of particles (i.e., the Cooper pairs), the
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Schrodinger-type equation should possess a non-Hermitian Hamiltonian. Indeed, as
we will see in the next chapters, the correct equation has the structure of Schrodinger-
type equation with a conjugated imaginary Hamiltonian, which breaks the particle
conservation: in nonstationary fields the Cooper pairs will be allowed to convert into
the single-particle excitations and vice versa.
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Chapter 4 ®
Superconductors with Impurities Qs

In this Chapter, we will continue our field-theoretical description of superconductors,
taking into consideration ordinary and magnetic impurities. The inclusion of ordinary
impurities will simplify the dynamic description of superconductivity in many ways.
First of all, the isotropic Fermi-liquid model of metals will become valid. Second,
superconductors will become “Londonized”, i.e., their dynamics will become local.
The inclusion of magnetic impurities will deliver a surprising result: gapless super-
conductivity, which will shine additional light onto the essence of Bose-condensate
of Cooper pairs. For this type of superconductor, it will become possible to derive
the time-dependent Ginzburg-Landau equations. This is the simplest case of validity
for these equations, which we exclusively used in Part I. It contains almost all the
essential features of more general TDGL equations which will be derived in Chap. 7.

4.1 Scattering on Ordinary Impurities

4.1.1 Magnetic and Nonmagnetic Impurities

The interaction Hamiltonian of electrons with impurity atoms may be written as
A=Y [ " @0BVC - v e, @1

where « indicates the impurity atoms, and the potential B is
B(r) = uy (r) + uy(r)(S-5). (4.2)

In expression (4.2) the potentials u (r) and u,(r) stand for the exchange interac-
tions of electrons with nonmagnetic and magnetic impurities, respectively; & is the
spin matrix of the electron; S is the magnetic moment of the impurity atom.
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4.1.2 Diagram Expansion and Spatial Averaging for Normal
Metals

A diagram technique for the scattering of electrons on impurity atoms may be con-
structed in the usual manner-by the series expansion of the S-matrix. We use here
the approach developed by Abrikosov and Gor’kov [1-3]. It is convenient to con-
sider the properties of this diagram expansion on the example of normal metal, using
in (4.2) B = u;. Using an x (cross) to mark the interaction vertex of electrons with
impurities, we obtain the diagram series

3(p-p") p P p p" »
= —+ + Feee = +
0 1 2 (4.3)

or in analytic form'

Gp,p) =4d(p—p)G’(p)

+) G’ / u(p—p e PP G, p)

d3p//

2m)?

4.4)

[the combination u(q)e'9%§ (¢ — €’) with summing over o corresponds to the interac-
tion vertex, where q is the momentum transferred, and u(q) is the Fourier-component
of the potential u; ]. Equation (4.4) should be averaged over the impurity coordinates,
assuming their chaotic spatial distribution. The averaged values will be denoted by
bars above the symbols. Because the averaging procedure is applied to a large volume
with many impurity atoms,

G(p.p) =G(@PpP—p). (4.5)

After the averaging, diagram 2 in the series (4.3) becomes proportional to the poten-
tial u(p” — p)u(p — p”)e! PP Tt ®'—P)Ts and the averaging yields an expression
analogous to the one from diagram 1 in all cases, except whenr, =rzand p =p'.
As aresult, the averaging of diagram 2 gives

3L

G @ P’ — )G (G )

GO (p,p) = Go(p)z el (P-p) T,

—n/|u(p p)l G°<p) [G°<p)] sp—p), (4.6)

@2m )3

where n = N;/Vj is the density of impurity atoms. Using the explicit expression for
G'(p,e) = [5 —&+id sign(gp)]il, one can find from (4.6)

IBecause the impurity field is a static one, we omit in this Section the variable ¢ in propagators
G(p,p, ), G'(p, e) etc., showing this variable explicitly only when its presence is essential.
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GO(p. o) = [("(p. o) 2O 4.7
2T
where
nm
; 5 ’;i / u(®)2ds2 48)

is the electron elastic scattering time. Thus the main contribution arises from the
diagrams containing crosses, which correspond to the same atoms. It is convenient to
link these crosses by broken lines. The diagrams with three crosses provide nothing
new. The fourth order of the perturbation theory generally is represented by the
diagram

a B Y )
Z/ u(p — p1)e'P PTG (py)

P P PP 5%
u(py — pp)e'Pr7P2)Ts GO(Pz)u(pz — p3)e’P27P) T G0(py)
N L T Y
(2r)° 4.9)

x el (Pa=P)Toy(py —p

A comparison of contributions from the diagrams

HK>H>KD>K
1 1 2 2 1 2 271 172 1 2 (4.10)

shows that the diagrams with intersected broken lines contain a small parameter
1/(epT) ~ 1/(prl), where [ is the electron’s mean free path. Indeed, for the first of
the diagrams in (4.10) we have

G~ / u(p —pe' PGP u(p) — po)e PR

o,y
x GO(p2)u(pr — p3)e' PPV GO (p3)e! PPy (py — p')
y d’p1d®p.d’ps

) 4.11)

After the averaging over the impurity positions, this transforms to

=3 f u(p — p1)e® PP GO (p)) G (p)

d*p; d*p, d°ps

x G*(p3)u(p — p2)u(p2 — p3)u(ps — p') Gy



152 4 Superconductors with Impurities

@nf ) , d’p; &°p
R [ 140 = PO )G @G Bl — po SR
1
xo(p—p)~ Go(p)ﬁé(p—p/). @12)

At the same time, the third of the diagrams in (4.10) yields

G5 ~ Y [ utp = pe® P "G pru(p: — pe P

a,y

x G'(p2)u(py — ps)e' PP

X ; dp; dp, d
X G ()P (s — ) T (.13)
or, after averaging over the impurities,
—@ _ (en°
Gy ~ — 2/5([) —p1+P2—P3)(P1 —p2+p3 —p)
0 ay
x GO(p)G° (p2) GO (p3)u(p — pu(p1 — P2)u(p2 — p3)u(p3 — p)
d3p1d3p2d3p3 (27F)6 2 2 -0
e T QZ/ lu(p1 — p2)*lu(@ — pDI* G (p1)
el
0 0 d*p; dpy /

x G (p2)G"(p — p1 +P2) (p—p)- (4.14)

@2m)°

Restrictions that follow from the angle integration in (4.14) require that one of the
G-functions be of the order G ~ 1/er. Meanwhile in expression (4.13) the same
function is of the order G ~ 7 in the region important for integration. This cir-
cumstance confirms the statement on diagrams with intersections. The situation is
analogous to the case of the second and third diagrams (4.10).

4.1.3 Born’s Approximation

Apart from the diagrams considered (4.10) there is another one of the fourth order:

P P P: Ps P'

o o o o 4.15)

The contribution of such diagrams is essential in the case of non-Born scattering. We
consider the opposite situation

i / u(®dr < e, (4.16)
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where one can omit contributions such as Exp. (4.15).
Let us sum now the selected diagrams. We have

= + X *X> 1 HK—>—H—>—% *—> 1
//’— \\\\
P _—— —_—— - -
’ .7 ~ N .7 ~ .7 A 2 N
3 N V2 + N kv2 LV (V3 Lv3 kv3 +
P ~
- -7 - \\\
- = ’ - ~
-7 \\\ 4 - \\\ N
P - - , P -
, g N N 7 S ’ ’ pad N N \
(v 3¢ S EVa LV (v Lva A _|_
-—— _—— -—— _——
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—————
e RS
P - ~ - -
’ g R N e SN 7 S
LV 3¢ ¢ L3 S (V3 _|_
- C \\\\
- -—T ==
. i N AN
s P - ~ -
/ , .7 ~ \ \ ad ~
KA x N> e 4.17)

It is not difficult to see that the result of graphical summation of series (4.17) may
be depicted as

== > (4.18)
or in analytic form

d*p’
(2m)?

G(p) =G’(p) + nGO(p)/ u(p — pHPG®) G(p). (4.19)

The solution of Dyson’s equation (4.19), as usual, may be presented in the form

1

Gp.e) = ;
p.€ [GO(p’ E)]_l — ) imp

(4.20)

where, since it follows from (4.19) and (4.10), the self-energy part Xmp s defined
by the equation

1
[GOp,e)] " — zime’

i &p’
imp _ )2
22 —n/ (27r)3|u(ll P)l (4.21)

2This assumption is satisfactory for our immediate purposes. However, when we discuss electron
scattering by magnetic impurities later, keeping this assumption results in a failure to predict the
Kondo effect [4] and its very interesting consequences for transport phenomena in metals, especially
in the case of thermoelectricity [5-10].
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Assuming X™ is purely imaginary, '™ = —i 3, we find in analogy with (4.7):

B = Sigzn(ﬂ ). (4.22)
T

Comparing (4.22) with the limiting case G — G, one finds 3 = sign(¢)/27 and,

consequently,
1

G(p,¢e) = — . (4.23)
P € — &p + 5= sign(e)
Moving now from (4.23) to the coordinate representation:
Gr.1) = / 711G (p, o) 0P (4.24)
D= P& oy '

and taking into account formula (3.148), we rewrite (4.24) in the form

m ®de ., 7 dé,
Gr,t) = —— —e ¢ —
i2m)2r J_o 2w —oo € —&p i sign(e) /27

X [exp {i <pp + i—i) r} — exp {—i <pp + i—i) r” (4.25)

Closing the integration contour over &, in the upper and lower half-planes for the
first and second integrals in (4.25), respectively, and noting that the first integral is
nonzero at € > 0 and the second at £ < 0 only, we find

oo 0
G(I‘, f) —_ m e_r/zl / ge—iateippr-&-isr/vp + / %e—iete—ippr—ifr/vp
27r 0 2T 2

oo 2T

®de _...m . .
— e—r/21 / _e—zsr_ [el(PF+E/UF)I' 51gn(5)] — e—r/2lG0(r l) (426)
oo 2T 27r T

where [ = vpT is the electrons mean free path.

4.1.4 Equations for a Superconducting State
For superconductors we have the system of equations

e T R S S ———

e se s i Shee o 4.27)
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— + TN + P +
IR A N N A NESE (4.28)

in analogy with (4.18) (here we set B = up). Let us make the series expansion
in (4.27) and (4.28) in powers of the Bose-field A, for example, in an equation for
G-function:

=D A S DAt Ay Dexe Aoy

PN . N (4.29)

Separating the free line —>— in this diagrams, we obtain a remaining series

~

A NN : :
{HA] et +e]d plus a class of diagrams with even numbers
of A, which enter the sum after the sign of the cross (we do not distinguish here

between A and A*): VEVANDYAG =+ ---. Two options are possible when the
external broken line is separated from such a diagram: there is either an even or an
odd number of vertices A in the inner and in the outer regions of this broken line.
Summation of these two classes of diagrams yields

s and  eSe—= (4.30)
Thus, we get the equation for the G-function
Gy'G=1—AF*t 4+ 5™G — £ F+ 4.31)

(we have used here the rule concerning the diagram signs mentioned in Sect. 3.4).
In the same manner one can obtain for F* the expansion

PR, TR SN, S . SR

i =%

berhe A ANy 4o f <D N Ns iy, (4.32)

Again, the left free line may be separated, which is followed by the vertex A
or by a cross. Summing the first class of diagrams, one obtains AG. If a vertex

<~ follows an arrow ——<——, one can separate the first external broken

- ~

line: ¥~—---—3 (in the inner part of the diagram series there are broken lines
and vertices A). If there is an even number of A in the inner part, then summation
of the diagrams gives the function X imp, and the function F* obviously emerges in
the outer part. If the broken line embraces the odd numbers of A, then this class of

diagrams yields the function Z’; imp, and the function G emerges in the outer part.
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Thus '
(@) F* = A*G + Z™Ft 4+ (55)™G, (4.33)

where GO = e+ Ep)’l. Taking into account the definition of functions Z’imp and
E'Hmp.
y

/

( )

3
+imp +
2 —n/IM(p p)I’F (p)(2 )

1m
p—n

(4.34)

(4.35)

and analogously for other two elements of the 3 -matrix (3.92), we obtain the system
of equations for superconductors with impurities:

E—e—X™ —(A+ Z™) G F\ _~
< 2+1mp é. +e— Elmp —F+ 6 ) = 1 (436)

The self-energy matrix here is:

. >z 5H\™ 1 2n? / d*p
Simp _ “ _ G s 4.37
(—22* 21) 2mrmpr ) @opo B @37

as follows from (4.34), (4.35), and (4.8).

4.1.5 Anderson’s Theorem

The solution of (4.36) and (4.37) may be found in the same manner as done above
for the normal state. It gives the same formal result: the appearance of exponential
factors e~~"'1/?! in the Green’s functions. However, the gap in the energy spectrum
of the superconductor is subject to the self-consistency (3.122), which includes the
superconducting propagator at r = r’. So evidently nonmagnetic impurities do not
influence the thermodynamics of a superconductor. This result is called “the Ander-
son theorem” [11].

4.1.6 “Londonization” by Elastic Scattering

Another important consequence follows from the comparison of (3.147) and (4.26).
Atl < vp/T,, the electron correlation radius in superconductors becomes less than
&o. We have mentioned this circumstance in Chap. 3 as the “Londonization” of super-
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conductors by the elastic scattering on impurities. This aspect of the influence of
impurities is important for superconductors, making their electrodynamics local.

4.2 Magnetic Impurities

When the paramagnetic part of the potential %(r) (4.2) is “switched on”, the inter-
action becomes explicitly dependent on the electrons’ spins. Consequently, the spin
variables should be preserved in the intermediate calculations of Sect. 4.1. Using the
Hamiltonian

~ V2
H= —/ {— (W(r)z—»p(r)> + % CAGITAGIZGINZG))

m
+ (T B @)} dr, (4.38)

the following equations of motion for the Heisenberg operators ¥ (x) and ¥ (x) can
be obtained:

9 _ v W (x) + ¥ () (P ()P () + Wiog =0 (4.39)
o 2m| “ @ pepe = ‘

0 V2 +
i— 4 =t Yu) = C (P )P (X)) Yax) —Wso05 =0 (4.40)
ot 2m o
[as earlier, x = (r, t); we have included the summation over impurities and the
exchange potential in o,,4]. Starting from the definition of Green’s functions, taking
the derivative of (3.88) and account of (4.38) and using Gor’kov’s decoupling (3.90),

one obtains the equation

_8+V2+ Gap(x, ) Gp(x, x')
lal‘ m €F ap(X, X OayUqplX, X

— i F o (x, X) Ffy(x, x7) = 8450 (x — x°), (4.41)
where the function F;(x, x') = (T ¥, (x)lI/; (x")) obeys the equation

. 0 Vz ’ ’ . ’
{15 o ep} F:B(x, X))+ O'(ZWF,;E()C, X))+ l(F(;(x, x)Gsp(x,x") =0.
(4.42)

Now, making the series expansion for the functions G and F on the basis of (4.39)

and (4.40), one can see that o enters into the diagrams > % > ,
whereas o'” enters into the diagrams
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4.2.1 Averaging over Spin Directions

Let us return now to the definition of functions

- - ~ - ~
- ~ N X , N

yimp — oe—>ax , Ximp — Pt B (4.43)

(see Sect.4.1). Besides averaging over the spatial distribution of impurities, one
must also average over the spin directions, assuming their random orientation. In
the absence of impurities it follows that G,3 = Gd.s. If the dashed line is spin
dependent, then

Gup = 0<¥7G_’7505ﬂ = 60'(17(5,),50553 = 6(5&5. (4.44)

Thus, the averaging of diagrams for G-functions adds the term u%S (S+1)/3 tothe
potential u?. The situation with functions F and FT is different. The corresponding
diagrams contain an additional factor A and a line —<——, for example,

==
7 ~
e N

><<—A-$>=>:>< (4.45)

As a result, the part of the diagram represented by a dashed line and containing

o Ao will have a sign opposite to A. Indeed, Aag = Al,p (see 3.97 and 3.98). But
I7'¢"] = —0, and this causes a chain of relations: 0"/ = —Io; 0" [0 = —[0> =
-1

4.2.2 Spin-Flip Time Tg

The “magnetic” part in the averaged diagrams for F and F* has a sign opposite to
the part produced by the usual impurities. Accounting for this, the value 77! in the
diagonal components of ¥ in (4.37) is replaced by

o nmpr
! 2m)?

1
/{|u1(9)|2+|u2(9)|2§S(S+ 1)}d.Q, (4.46)

and in nondiagonal components by

771 __ nmpfp
2T (2n)?

1
/ {|u1(€)|2 - |u2(9)|2§S(S + 1)} ds. (4.47)

The difference in values (4.46) and (4.47) is due exclusively to the magnetic part of

the interaction and defines the reciprocal spin-flip time 7 I
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- =2 (4.48)

4.2.3 Reduction of Transition Temperature

Let us now consider the influence of paramagnetic impurities on the thermodynamic
properties of superconductors. The initial equations (prior to the impurity averaging)
in the representation of the imaginary discrete frequencies € = ¢, = inT (2n + 1)
have the form

& ~ ~ -~ —~
{s + - + GF} B.(r, 1) — BS.(r,r) + AM)F (r,r)=1-6(r — 1),
m

(4.49)
2

{s - Z—m - q}@j (r,r') + B FHr, v) + A*(0)E.(r,r') =0, (4.50)

A*(r) = [CIT Y 3. x). (4.51)

As before, we use the potential B (4.2). It will be shown now that the critical tem-
perature remains unchanged if #, = 0 and diminishes if u, # 0.

Since the temperatures close to the critical one are of interest, in the expansion of
F* in powers of the field A it is sufficient to retain only the lowest-order diagram:

== <D (4.52)

Substituting the corresponding analytic expression into the self-consistency (4.51),
we find

Aty(r) = [T Y / By (r, 1) A (1) G550, )Y (4.53)

The equation for A* must have a nonzero solution at the critical temperature. Averag-
ing (4.53) over the impurity positions and taking into account that A(r) is a smooth
function and &(r) is rapidly oscillating one, one may write

A% () = |C|TZ / A% (1) B oy (1, 1) B30, )Y (4.54)

The averaging procedure in (4.54) produces the broken lines connecting the
crosses not only on the same propagation line, but also on different lines (recall
that the potential B corresponds to crosses on the G-function’s line). In the first
case, we have 0.,0,3 = dag, and a factor lui(q)|> + %S(S + 1) |ux(q)|? arises for
the diagram. This leads to the substitution / — I} = vp 7 in expression (4.26):
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B.r— 1) = 8(r — 1) exp (- |r2_z ﬂ') . (4.55)
1

Correspondingly, the Fourier component of (4.55) has the form [compare (4.23)]:

~ 1
&.(p) = m=1+
en — §p

. 4.56
27’1|€| ( )

In the second case, one must calculate in (4.54) a “ladder” diagram of “dressed”
functions:

( )P+ = )= {1+ T} (4.57)

It is expedient to introduce the functions K,z(p1, p2) by the relation

= , o e d3prd?
B (1, ) L By5(x7 1) = / Kap(pr, po)e? )70 SR sg)
us

Then (4.57) can be presented in the form

.~ &p
Kap(p1, p2) = G:(p1)6:(p2) {I“ﬂ —i—n/ (2m)3 [

1
+35(+ Duz P gasois Ko () pz)]} (4.59)

where pj is defined from the momentum conservation law: p; + p, = p} + p5. The
spin part of K, can be separated further: K3 = I,3K. After that, a combination of
the type o,50)315) appears on the right hand side of (4.59), which, as noted earlier,
is equal to (—1,g). So one can write (4.59) in the form

K(pr.p2) = )&y {1 + L.}, (4.60)

where
d3 p/

B 4.61)

1
.= n/ [|u1|2 — 3565+ 1>|u2|2} K(pl.ph) =

Multiplying (4.60) by n [|u1 1> — %S(S + 1)|u2|2] /(2m)3 and integrating over d*py,
we obtain

L.=(1+Lon f [m 1 - —S(S + 1>|u2|2] ®(P1)(’5(p2) (4.62)

@m )3

Keeping in mind the self-consistency (4.53), we put p; = p; in (4.62) and obtain
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1 1
L. = , =1+ —, 4.63
ST 2meng 11 * 27sle| (469

taking into account (4.48) and (4.56).

We return now to (4.54) and move the factor A" out from under the integral
operator (as in Sect.4.4, in what follows we will discard the bar above the symbol
A). Using the expressions (4.58)—(4.63) we find in this way

* * d3p1
A*(r) = A" CIT Z/ K(p—p)

@2m)?
=i Y [ (14 52— ) Seosm) 2 il Ty
= - 2emans P1)O(P1 2mn?’ .
from which the equation for the critical temperature 7, follows:
(m/ns)  dp
1=IC|T, / . (4.65)
XE: &+ (mleh? @m)}

One can see from this expression that 7, will not change in the absence of magnetic
impurities. Indeed, at u, = 0, » = 7, g = 1, (4.65) transforms to

771d§p
1= - 4.66
G Z/|€|2n1+§2 (460

Making in (4.66) the replacement (£, 171) — &p, we arrive at (4.37) determining 7,
which corresponds to a “pure” sample, n; = 1. This verifies the unshifted value of
T..
The situation is different for u, # 0 when
1 1 1
1

ns =1+ > 1. 4.67)

2rilel  2mel Tslel

Restricting ourselves to a crude approximation, we take 75 as a constant.® In this
approximation one arrives at the equation

md’p
T E 4.68
./ &+ (mleh? (+:68)

which coincides with (4.66), but with a smaller interaction constant and hence [see
(3.135)] with smaller T,.

3The exact calculations [2] lead to the following expression for the critical temperature T :
In(Teo/Te) = Y(1/2 + p/2) — (1/2) where v is the logarithmic derivative of the I'-function,
p=1/(n7T,), T, is the critical temperature in absence of impurities.
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4.2.4 Energy-Gap Suppression

In the presence of impurities, the single-particle spectrum of the system is not a well-
defined quantity, because p is a bad quantum number. So, we will try to determine the
value of a gap on the base of reasonings, that are principally different from those used
in Sect.3.3. Namely, we return to the expression for Green’s function of a “pure”
superconductor at temperature 7 = 0. We present (3.108) in the form (P indicates
the principal value)

+ , .
G = P; _i}’z —iné [5 —Jary ggmgn(gp)] . (4.69)

p

The imaginary part of Green’s function in (4.69) is determined by the ¢-function.
The first excited state in the system (at £, — 0) may be found as the minimal positive
value of € at which Green’s function acquires an imaginary part. This conclusion, as
was shown by Migdal and Galitzkiy [12], remains valid in the general case.
Solving the system (4.36) and (4.37) with the help of (4.46) and (4.47), one can
find for G.(p) and F.(p) (in a real order parameter gauge, A* = A) the expressions:
E+& A

A
G.(p) = m, F.(p) = m (4.70)

Here

i u — i u
et ——m, A=A+ ——,
271 /1 — u? 27 /1 — u?

The equation for the function u(¢) follows from (4.71):

z= 4.71)

[>!| ™)

€ 1
— = l——. 4.72
A “( TsA\/l—u2> ( )

At 75 A > 1 and for sufficiently small values of ¢, both functions u# and ¢ are real.
The right-hand side of (4.72) has the maximum at

172

up = [1 = (1/754)*"°] 4.73)

at the corresponding value

e (4.74)

go=A[1-(1/m58)*"]
For larger ¢, the solutions u are complex and the quantity G (¢) acquires an imaginary
part. So the quantity €y (4.74) determines the value of the gap in superconductors
with paramagnetic impurities.
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4.2.5 Gapless Superconductivity

As follows from (4.74), the value of the gap vanishes at
TsA =1, (4.75)

which is possible for A # 0. This means that for superconductors with paramagnetic
impurities, the order parameter A does not coincide with the value of the gap.

Let us now determine, at what concentration of impurities A vanishes. The self-
consistency equation for the order parameter may be written in the form

ded®p

Tom (4.76)

F@=/&@

Integrating (4.76) with the help of (4.71)—(4.73) and (3.107) (for details see [2]) we
arrive at the expression (A is the gap in a “pure” superconductor):

—7T/ (47’5A0) at A > 1,
lnAA —!-m [(1 +J/1= (TSA)2> /(TSA)] 4.77)
O =1/ @rs)aresin g A + T — (75 A)2/2 at 1A < 1.

Setting A — 0 in (4.77), we have

A TsA
h—=In—— (4.78)
Ao 141 = (154)?

It follows from (4.78) that the critical concentration of impurities at which the super-
conducting order parameter vanishes is determined by the relation

1

Ts

= ﬂ. (4.79)

A=0 2
At the same time, as follows from (4.77) and (4.75), the gap vanishes when

1

Ts

— Agexp (—g) . (4.80)

g0=0
Because e~™/* < 1/2, one can conclude that superconducting correlations remain in
the superconductor while the gap has disappeared. Hence, there is a certain interval
of paramagnetic impurity concentration in which “gapless superconductivity” can
be realized. In this gapless superconductors, the quantum correlations in the self-
consistent are strong enough to maintain the superfluid nature of the condensate
motion (or, in other words, to maintain discussed above “off-diagonal long-range
order”) despite the absence of the gap in single-electron excitation spectrum.
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If the impurity concentration is increased, the gap singularity in a single-particle
density of states smears out simultaneously with vanishing of the gap, as may be
seen from (4.70) and (4.72) (detailed calculations may be found in [13] and the
corresponding figures—in [14]). This property permits us to derive the nonstationary
equations of the Ginzburg—Landau type for alloys with magnetic impurities.

4.3 Nonstationary Ginzburg-Landau Equations

As in a stationary case (see Sect. 3.4), the self-consistency equation

d3
AL =1¢IT Y / oSl =K, w=2enTi @8

may serve as a starting point for derivation of nonstationary equation for the order
parameter A(r, t). The idea of calculations in a nonstationary situation is to present
+._, asaseries expansion in powers of A, and A* and in powers of electromagnetic

field potentials, considering all these Bose fields as classical. As a result, an equation
would follow from (4.81):

AL=BVwar+ Y BOW.WL WAL ALAL ... (482)

wHw+w" =w

where the coefficients B®) represent the response of the system to the action of the
classical field A.

4.3.1 Causality Principle and Nonlinear Problems

In nonequilibrium conditions, an equation of the kind (4.81) may be obtained in a
real-time representation using the Keldysh technique [15]. The same result may be
obtained by the Gor’kov-Eliashberg technique [16], which is a generalization of the
usual procedure of analytical continuation to the nonlinear case. The underlying prin-
ciple at the base of this technique asserts that the response of system (4.82) in a real-
time representation must contain the values of the field A in the moments preceding

the current time. This demand can be satisfied if the coefficients B (W', w”, . .. ,w'),
which are determined in the Matsubara technique on the imaginary axis, are analyti-
cally continued onto the upper half-plane for all the frequencies w’, w”, ..., w'. One

can verify this assertion in a manner analogous to the case of linear response (e.g., in
the case of derivation of the Kramers—Kronig relations). In the next section we trace
the calculations of Gor’kov and Eliashberg [16].
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4.3.2 Equations on Imaginary Axis

Allowing for the time-dependence of the fields, the Gor’kov equations can be repre-
sented in the form [¢e = 2n + D7 Ti,w = 2mnTi]

2
(i) i —er - - AL (05 5

T 4 /
), h +—):1~(27r) 5(r — )3,
a5 o (=if) +Hi—ep+e G

(4.83)
where the function A7 (r) is defined by equation (4.81). In expression (4.83) the
values of H; and H | are given by the relations:

H = —g (V- Au() +ep,(r), H = S (V- Ay () + ey, (r). (4.84)

Equation (4.83) and the expressions for the current and the density of particles

2
jo) = ——TZ f PO o)~ (VALK (489)

N,(kK) = —2TZ/—QS ( ) = ilf (4.86)
w = - (2,”)3 ee—w P+, P-), P+ =P ) .

are basic for further calculations.* Using (4.83), one can establish the diagram expan-
sions for the functions & and §+:

===+ § 5 § + o (4.87)

<:>==A+§/\+/\§ (4.88)

or in analytic form

655—w(p7 P/) =

dp—p)w) e p-A.(p—p) 1
27m)* — 4,
em §p—¢€ +””C &p—¢€ fp’_€+w+ (4-89)
F .mp)= AY_(p—p —... 4.90
$eeu(P. P) &te (p p)gp,—g (4.90)

4 Notice the difference in signs between (4.83) and its static analogue (3.120), (3.121). In both cases
we have retained the notation of the original works [17, 18] to maintain the connection between
these equations and many other original investigations. The difference in propagators’ signs is
unimportant here.
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[the summation in (4.89) and (4.90) includes all the intermediate energies and inte-
gration over all the intermediate momenta]. Note that to derive the nonstationary
Ginzburg-Landau equations (as in the static case), one may keep only the first
few terms of the decomposition (4.88), with subsequent substitution into (4.81)
and (4.85). However, it is expedient to consider the problem from a more general
point of view, retaining all terms in (4.89) and (4.90).

4.3.3 Analytical Continuation Procedure

In expressions (4.81), (4.85) and (4.86), it is necessary to carry out analytical contin-
uation over w from the upper half-plane onto the real axis. Note, that the analytical
structure of diagrams is insensitive to the directions of arrows and to the presence of
vertices A,, and H),,. Let us consider a general term of the series:

TY 6.6, 6. 4 u... 6., (4.91)

where the summation is also assumed over the internal frequencies, subject to the
condition ) w; = w. The procedure of analytical continuation of (4.89) over all w;
onto the real axis should not depend on the order in which the continuation over
each of the frequencies proceeds. Then the problem of analytical continuation of the
whole structure will be solved.

Let us transform the sum in (4.89) into the contour integral

d
= tanh 8.8,y ... G, (492)

T 6., 6,
c 4mi 2T

En M Ep—wWr

LG, =

n

where the contour C encloses all the poles of the hyperbolic tangent and does not
contain the poles of the ®-functions (Fig.4.1). Consider a diagram of the N'th power
of the field and make the cuts between the singularities of the integrand in (4.92)
produced by the functions &, &,_,, and so on. Transform the integration contour
C into a new one C’, which goes along the banks of the cut (Fig.4.1) and along the
arcs of large circles. The contributions from the latter disappear [owing to the factor
(1/2)M*']in all the diagrams, except the zero-order one for the &-function (which
does not depend explicitly on the time variable). On horizontal parts of the integration
we have 7 = w; 4+ ¢ where ¢ is a real variable and wj is a fixed imaginary frequency.
Shifting the integration variable and taking into account that tanh(x + i7n) = tanh x,
we can write
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Fig. 4.1 Transformation of @
the integration contour: c
dashed lines indicate cuts in C) 3ixT
the z-plane (in absence of the
cut, e.g., at Imz = 0, the o Im{z-)=0
total contribution over lines Y WP e
a and b equals to zero) <
c
C) ixT
£ Im z=0 a
b
c
() -ixT
-3 Imfz-ay)=
%Ht h—@ 62 —w "'Qisz e
® de €
— tanh — {(GX - G B._,, ... &._
[,Oo 4i 2T { ) G- e
R A
+ 6€+w1 (Gg - Gg ) Qiafwz e ®57w+w1
R A
+®5+w1+w2 ®6+w2 (GE - Gg ) ®e—w3 s 65—w+w1+w2
R A
+64B i, .. (GE = G2)}. (4.93)

where the functions GR and G* have the well known analytical properties:

=) -1 (=) -1
Gk = |:§p—(5+l§)j| , Gt = |:fp—(s—15)i| , 6= +0. (494

Such representation allows us to determine analytical properties for all factors to
the left and to the right of GX and G4, if all the frequencies w; belong to the same
half-plane. In particular, if all the frequencies w; belong to the upper half-plane
(which corresponds to the general causality principle mentioned earlier), then all the

functions in (4.93) to the left of the factor (G f —

G ?) would be retarded, and those

to the right would be advanced. Indicating these functions by the letters R and A, we
can now move to the real frequencies w; — w; + 9,6 > 0.
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4.3.4 Anomalous Propagators and Dyson Equations

We have formulated the procedure of analytical continuation, which is independent
of the ordering in w;. The final result may be written after once again shifting the
integration variable in the integrands:

oo

T 6By ... Bcu =/ 4ri {—tanh Z—GAG? o GAL
& —00
R~R R R A A
+G6. G, .-G, tanh + G, (tanh = _tanh ° T ) Gl -Gy,
g - E—w
+ GRGE —w (tanh L _ tanh #) G? wi—w - G?_w
R ~R £ —w+wi E—w A
+ GGy, - ..GR W) (tanh 5T — tanh 5T )GE,W}. (4.95)
This expression may be rewritten as
© de
T Z Gy — / 2 O (4.96)
where
€—
G..., =GR __tanh i “ _ tanh ﬁGi _L+GY . (4.97)

The regular functions GX4) in (4.95) and (4.97) are determined from diagram expan-
sions in which all the functions are retarded (or advanced). On the contrary, the
analytic structure of the “anomalous” function G“) is much more complicated. Tak-
ing into account the directions of arrows in the diagrams, one can find for G the
graphical expression

G = ¥ + § + ; ) (4.98)

where all the field vertices are multiplied by {tanh [(¢ — w;) /(2T)] — tanh [(e — w;

—wy) /(2T)]}. The retarded propagator corresponds to the line lying to the left of
the vertex, and the advanced propagator corresponds to the line lying to the right. In
analytic form we have

dwidws &k, d’k; € —w €—wi —w
GY k / / / / h — tanh
Pt =R = [ =505 || Gy @y \B00 5 =7

x {—GRAF+A — FRA*GA — GRH, G + FRHIF“‘} , (4.99)

where
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{GRAF™} =GE_ (p1.p—kDA,K)FF, . (p—ki —ky, p—K).

ge—w e—w
1 ‘ (4.100)
The expressions for nondiagonal Green’s functions may be found analogously. For
ng‘ij we obtain
F;i‘g _ // dwldwz // d3k1 d3k2 tanh g —w — tanh E— W —wWy
(2m)3 (2m)3 (2m)3 2T 2T
x | =G H\F™ — F** 6"+ G" 4*G* — FRAF*]. (4.101)

The Dyson equations may also be found for anomalous functions. A graphic
representation is useful for this purpose. Let us present (4.98) in the form

e e

(4.102)
Here the upper lines correspond to the retarded propagator, and the lower ones to
the advanced propagators; the right vertices are multiplied by (tanh 57 — tanh &),
where ¢, € — w are the frequencies corresponding to adjacent lines. Specifying these
diagrams, say, in the following way

(4.103)
and detaching the upper free-line ({, —c —id)~' (shown by a dashed line), one
obtains the following Dyson-type equation

d*k
€ — G (pp—K) = —/ G [0 G p =k p =k

g E—w
+AKDF(p — ki, p— )] (tanh T tanh Tl)

+H, (k)G (p—ki,p—k) + AGDFY(p —ki, p—b)}.  (4.104)

Using the Dyson equations (which the functions G¥“4 and F+R4) obey) and def-
initions like (4.97), one can exclude from consideration the anomalous functions
obtaining the closed equation for G-function:

d*k,

(5 —8)Geemy = — (27)4

[Hl (kl)GE—le—w + A(kl)FJr

E—wWiE—wW

]. @105
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or in a concise notation

E—¢)Gee = — {HlG + AF*}SEW . (4.106)
This equation coincides in form with the equations for retarded and advanced prop-
agators. Being homogeneous, these equations to some extent are deficient without

certain additional conditions. We will consider one called a “normalization condi-
tion” in Chap. 5.

4.3.5 Regular Terms

Returning now to the problem of derivation of the Ginzburg—Landau type dynamic
equations, we substitute an expression

Fr  =FiR, tanh = S —tanh ﬁF;Aw + F1@ (4.107)

into the self-consistency equation, which now acquires the form

“» de dp

C P g pp—k. 4.108
., dmi Qg L@ PR (4-108)

AL (k) = [¢]

Because the functions F™® and F™4 are analytical in the upper and lower half-
planes correspondingly, respectively, one can move again to the summation over
€y = imT (2n + 1) in the first two (“regular”) terms. As a result we obtain

dp
A" () = |<|T[ / 5 (P —K) + / —sgg,l_w(p,p—m]
Z (2 )2 —+ ; (27r)3

wp de dp FH@
dri (27r)2 Feemo

+I¢l P.p-k (4.109)

—wp

(w is real now!). Further manipulations of the regular terms in (4.109) are similar to
those considered in Sect. 3.4 for the static case. As follows from that discussion, it
is enough to consider only the diagrams

DN IOV TN
S on onl, @110
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Unlike the static case, the field vertices in (4.110) are time-dependent (e.g., A = A,),
so the diagrams explicitly depend on time. We will discuss the most simple and
important case of alloys with paramagnetic impurities, when the impurity concen-
tration is sufficiently high (A7g < 1), s0 € ~ w ~ A%y <« A. In this case the time
dependence may be kept only in the first diagram on the right-hand side of (4.110),
inserting in the others w = 0 and returning to the static case. Simultaneously, only
the first (linear) term may be kept in this selected diagram in its expansion over w.
Substituting these expressions into (4.109), one finds for the regular contribution
from the first diagram (4.110):

A0 @) =17 !Z [ [Bont - masae, ¢ - )

n>0

+y / &ry [65" (r — 1) A% ()., o (r — rl)]} . @111

n<0

where the G-functions are defined according to (3.147). The series over n arising
in (4.111) may be summed, yielding

Ir —r| } m?
(27|r — ry])? sinh m )
(4.112)
As is clear from (4.112), the expansion of the exponent would occur in powers of the
factor w/ T.. In addition to the terms obtained in Sect. 3.4, we will obtain the term

A*D(r) = |C|T/d3r1A*(r1)exp {iw
Vf

mz

T
AV (r) = iw&Az(r)fd%l
VF Q2m)?%r —r

1|sinh2“%;_r'|’ (4.113)
which is integrable in analytic form.

It should be noted that the scalar potential ( escapes from the regular terms’ contri-
butions, as one may verify calculating the second and third diagrams in (4.110). (We
will not present here these straightforward but sufficiently tedious calculations.) Note
also, that the imaginary unit i in (4.113) causes (after the Fourier-transformation)
the dynamic equation to be of the diffusion type (thus the difficulty described at the
end of Chap.3 is avoided). In writing down this equation, the presence of impuri-
ties makes it necessary to take into account a renormalization of regular terms. This
procedure also renormalizes the coefficients® of the static (3.160). As a result, the
equation for the order parameter acquires the form

5We omit here the details of the calculations, and trace only the principal issues of derivation of
time-dependent Ginzburg—Landau equations (one can find certain details in [16]). The more general
case will be considered in detail in Chap. 7.
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0A | B (—m2(2 = T?)

L 1ar |A|2 V2FT1 216
ot 3

5 —ar—- L AZ)A } —2ieA*® =0,
(4.114)

i [ Ak dw g, o
¢=- et F@p.p—k) =0.
eA*rs [Clmpp J (2m)3 ¢ 4771 (27r)3
(4.115)

4.3.6 TDGL Equations for Gapless Superconductors

‘We must account now for the contribution to (4.1 14) from the anomalous part F® in
(4.115). In analogy to (4.102), the equation for F, can be written in a form:

Ecv.)

(4.116)
The expression
de; dw € g1 —
F9 = f (zlﬁ)z‘ (tanh# — tanh 12T >FE§1AJJIFE/?_ME L @

corresponds to the last diagram in (4.116). For pure superconductors at A K T,
w) K T ande, g1 < T, one may write in (4.117):

tanh £ tanh I R cosh™? SNV (4.118)
2T 2T 2T 2T 2T

and consequently:
®(t) ~ FOrr; 1) ~ /d3r1dt1 FRir; 0nt) Aty r) FA(rir; 11t). (4.119)

Further transformation of (4.119) seems to be impossible, because the functions F*-4
oscillate in time with frequency |A]|.

In the presence of paramagnetic impurities, the situation differs qualitatively. In
this case Green’s functions decay exponentially for times ¢#; — ¢ ~ 7y, the kernels of
the integral equations for A become local in time and that makes it possible to use
a technique, analogous to the static case. Without further calculations we note only
that at sufficiently high concentration of paramagnetic impurities, the result has the
form @ = —¢. Then the equation for A may be written as®

6Similar equation for superconductors was originally derived on less rigorous basis by Schmid [19].
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KNGV DV | B B ) T o L “arl 2o
o Y 3 2 - c =
(4.120)

The expression for the current in the gapless superconductors has a form charac-
teristic for a two-fluid model:

207Ts

.

J=Js +ins Js

|1A”PQ,  j.=0E, 4.121)

c

where E = —ieA — Vi is the electric field strength and Q = 2myv; is the super-
fluid’s momentum, which is related to the superfluid velocity (3.54). In the case of
superconductors with a finite gap, some additional terms arise in the current that
correspond to the interference of normal and superfluid motions (see Chap. 7).
Thus the dynamic generalization of the Ginzburg—Landau equation for the order
parameter has the form of a diffusion-type equation. Clearly, there is an essential
difference between (4.120) and the diffusion equation (or the equation for the heat
transfer), because in the case of superconductivity (4.120) is connected with (4.121)
and with the Maxwell equations that comprise a strongly non-linear set of equations.
The solutions of these equations (as we have seen in Chap. 2) can be periodic in space
and time, revealing the remarkable properties of nonequilibrium superconductors.
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Chapter 5 ®)
General Equations for Nonequilibrium ek
States

The traditional theory of superconductivity relies on electron-phonon interaction.
Explicitly, this was introduced into the theory of superconductivity by Eliashberg on
the basis of Frohlich’s Hamiltonian and Migdal’s theorem . We will use Eliashberg’s
model in the weak-coupling limit to derive kinetic equations, where both electrons,
pairs and phonons are out of thermal equilibrium. Two methods are equally applica-
ble for this task: the method of analytical continuation and Keldysh’s technique. We
will demonstrate both methods in this Chapter. The final kinetic equations will be
expressed via the energy-integrated Green’s functions, which in the case of equilib-
rium problems are called Eilenberger functions. This corresponds to a quasiclassical
approximation in nonequilibrium superconductivity of superconductors that have
finite gaps. The interaction of Cooper pairs with the electrons and phonons plays an
important role in the action of external fields, determining both the behavior of the
order parameter and the nonequilibrium effects in the electron-phonon system.

5.1 Migdal-Eliashberg Phonon Model

5.1.1 Frohlich’s Hamiltonian

The interaction of electrons with phonons in metals will be considered in this book
within the isotropic model [1]. The oscillations of the ionic lattice produce lattice
polarization. The interaction energy of electrons with the lattice is

- e//n(r)K(r —r)divP(r) d’rd’r (5.1)

where 7 (r) is the density of electrons at the point r, P(r) is the polarization vector, and
K (r — ') is the interaction, having a Coulomb dependence at small distances and
vanishing, owing to screening effects, at distances exceeding the lattice parameters
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of a crystalline cell. Denoting these by a single distance parameter (a), the function
K (r — r') may be approximated as K (r — r’) &~ a?8(r — r’). As to the polarization
vector, it is proportional to the displacement q(r) of crystalline ions '

N
P(r) = Cq(r) = Ze-q(n), (5.2)
0

where N/ Vj is the number of ions in a unite volume; and Ze is the ionic charge. We
expand the displacement vector q(r, ¢) in plane-waves

1 k . .
arn=—3y < {qkez(k-rfwo(k)t) n ql’ieﬂ(k-r—wo(k)t)} (5.3)
Vv 5 K|

and introduce the operators by, bl, connected with g, qli by relations

bi ; by
| S G — (5.4)
T o ® KT 2pan()

where p is the mass density of medium, and w (K) is the phonons dispersion law.
Taking into account that pqg(r, ¢) is the momentum density of the medium, and
also the quantum-mechanical commutation rule

pldie. 0, qu(r' . 0)]_ = —is@ — )8, (5.5)

one can verify that the quantities by and bli (5.4) are Bose operators. Because the
kinetic energy operator is

Wi = & / s (e, O & (5.6)

and the mean kinetic energy of oscillations is equal to the mean potential energy, we
have

H=2Wgn=)» wok) (Nk + %) , (5.7)
k

where Ny = (blbk). The operator of a free phonon field is defined by the relation

1 w(K) i(kr—wo®)1) | 1.7 —i(kr—wo®k))
b= 5 I e ]
Vo 5 2

Because the interaction energy is proportional to divP o divq, one may conclude that (in the
isotropic model only!) the electrons interact with longitudinal phonons only.



5.1 Migdal-Eliashberg Phonon Model 177

Note that ¢ is a real quantity [in the Debye model the summation in (5.8) is restricted
by the condition |k| < kp]. The Hamiltonian of the electron-phonon interaction may
then be written as

Heph =g / &S ()W (r)e((r)d’r, (5.9)

where the interaction constant g is defined by

B ea’C 5.10)
g - uo\/ﬁa .

and up = wo(k)/k is the sound velocity. The Hamiltonian (5.9) in the theory of
metals is usually called “the Frohlich Hamiltonian™.

5.1.2 Migdal Diagram Expansion

The interaction of electrons with phonons in normal metals was considered in the
diagram approach by Migdal [2], who used the Frohlich Hamiltonian (5.9). In this
approach, the Dyson equation for Green’s function for electrons has the form

= M . (5.11)

As shown by Migdal, even in the case of strong electron-phonon interaction the

vertex remains “bare’”?
r=r0<1+0 /%) (5.12)

where M is the ionic mass in the crystalline lattice. If one starts from the Green
function G for noninteracting electrons and uses for the free phonon field Green’s
function

Dolx1 —x2) = —i(T (p(x1)@(x2))), (5.13)

where ¢(x) is defined by (5.8), then based on (5.11) and a corresponding equation

for the ®-function
AAR=ANAN + ,\@ ,
(5.14)

2This point was critically reconsidered by Alexandrov and Ranninger [3]. They have developed an
approach (the so-called bipolaron theory of superconductivity), based on violation of (5.12), which
was accepted and developed further by other investigators. We will not consider this possibility, see
references in [4].
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one obtains the renormalized expressions for electron and phonon spectra and also
for the damping of electron and phonon excitations. These renormalizations become
important when the dimensionless interaction parameter

_ mpg 2
272

A (5.15)

is of the order of unity. The experiment shows that the renormalizations indeed
occur in an electron system, whereas they are almost unobservable in a phonon
system (at €r >> wp). Some doubts were expressed in this connection concerning
the adequacy of the Frohlich Hamiltonian for this problem. As was shown further [5],
the renormalization of the phonon spectrum in the above calculation scheme would
correspond to the double counting of interaction between electrons and phonons.
Unlike the electron system, the phonons in the “adiabatic approximation” are well-
defined. The same is valid for the electron system if the parameter A (5.15) is small.

We will consider further only metals with a weak electron-phonon interaction,
assuming

AL (5.16)

and neglecting the renormalization effects. Applicability of the results to metals
with strong electron-phonon coupling should be analyzed separately. The effects of
renormalization are not very essential for the kinetics and can be taken into account
in the initial equilibrium state.

5.1.3 Eliashberg Equations in Weak-Coupling Limit

All the conclusions concerning the vertex renormalization (I”) remain valid in the
superconducting state, because only the excitations with large energies are essential
for renormalization processes. The superconducting scale of energies is much less
than these high energies. In the bare vertex approximation (/) we have the following
system for electrons in superconductors

SR Yo ™ R Vs (5.17)

—=—9 —= > N

@:&ﬁJr«—&%. (5.18)

For the phonon Green function "X in (5.17) and (5.18), the equation may
also be written:

W=W+W@+@.
(5.19)
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Equations (5.17)—(5.19) were first formulated and solved by Eliashberg [6].

5.1.4 Comparison with BCS-Gor’kov Model

One may note a similarity between (5.17) and (5.18) and (3.100), (3.101), or (3.125)
and (3.126), which can be made more transparent, if (5.17) and (5.18) are written in
the momentum representation [¢ = ¢, = 2(n + 1)n Ti]:

(en —& — Z10)®e(P) + TS (M) =1, (—en — & — Z1)TL(P) + T3, 6:(p) =0,

(5.20)
where

d3 / , ,
Si(en.p) = TZ/ #é(en,,p)g(sn —enip—p). (521

d3 / ) )
Z;2Jr(‘9n7 p) =T Z/ (27_[1))3S+(811” P)Q(Sn — &P — P) (522)

The interaction matrix element is incorporated into the definition of the ®-function;
hence the bare phonon Green function has the form

) 2a)(21 ]
Do(wn, Q) =g —— 5 g = ulql, w,=2nnTi. (5.23)
wg —

The above-mentioned similarity becomes more complete if one neglects the renor-
malization of the electron spectrum, letting

E4+ X\ REF XD ~E. (5.24)

After that, the self-consistency equation (3.122) acquires the form
d3p/
_ _ / _ . _ /
A=2,=T E,, / W&(ew, pP)D(e, —&r;p—P). (5.25)

Thus, it is clear that all the equilibrium results of the BCS-Gor’kov theory are con-
tained in the phonon model of superconductors. At the same time, the latter model is
much richer and may serve as a basis for the study of electron and phonon kinetics in
real superconductors. Besides, in the Migdal-Eliashberg model , the critical param-
eters of a superconductor are expressed in terms of the parameters of a normal metal.
In particular, the critical temperature in the weak coupling phonon model (5.17),
(5.18) is given by the relation, analogous to (3.135), where ¢ is replaced by the
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parameter A (5.15). The same replacement occurs in the expression (3.113) for the
gap at zero temperature, and in addition € is replaced by wp.?

5.2 Equations for Nonequilibrium Propagators

5.2.1 Phonon Heat-Bath: Applicability

‘We continue theoretical study of nonequilibrium superconductivity with the simplest
case, where the phonons play the role of a heat-bath for the electron system. In
what cases is this phonon heat-bath model applicable? We examine this question in
the particular case of a thin film with thickness d. Let us assume d ~ & ~ vg/T..
Because the wavelength of the phononis Ay, ~ u/ T, where u is the velocity of sound,
then at T ~ T we have Ay, < d so that the “geometric-acoustical” approximation
could be used to describe the phonon’s propagation. (Note that this approximation
becomes invalid at T — 0.) If the “acoustical densities” pu of the film and p’u’ of its
environment coincide, then phonons in the superconductor lose their energy at each
collision with the specimen’s walls [8]. (Evidently, if pu = p’u’, the phonons leave
the film without reflection at the boundary.) However, as was shown in [2], the lifetime
of thermal phonons, owing to their interaction with the conduction electrons in the
metal, is Tph—e ~ vr/(uT) and consequently the scattering length of the phonon is
L ~ vp /T, which has an order of &. Thus (if d < &) the nonequilibrium phonons,
emitted during the relaxation processes by electrons have enough time to leave the
film without producing an influence back on the electron system. It must be stressed,
that the phonon heat-bath model can be used in various situations. In each case
an analysis of its applicability is required. For example, at 7 < |A| and for weak
external pumping, the number of excess electron excitations is small and the electrons
shift the phonons from equilibrium only slightly, even in thick films. In the case
of massive superconductor placed in an external electromagnetic field, the picture
is spatially inhomogeneous. There diffusion plays the main role in the relaxation
processes in single-electron systems. The phonons remain in equilibrium if their
scattering length exceeds the diffusion length of electron excitations.

5.2.2 Expansion over External Field Power

We pass now to a formal description of superconductor electrodynamics on the basis
of Eliashberg equations in the framework of the phonon heat-bath model. In a static
case [A = A(r)] the initial equations in the spatial representation have the form

3These expressions for 7, and A(0), as well as their ratio change significantly in the strong coupling
limit (see, e.g., [7]).



5.2 Equations for Nonequilibrium Propagators 181

L5 _ eA)?

wm P— A —er—e—-% X 7

an ( l)i FoeTh T ( ®+§):1.a(r_r/), (5.26)
T g (B+iA) terte-T) 780

and the self-energy parts are defined by relations

s ([t b _ 6 3
Ee,r,r’ - (_q ;(1 )S/.rr/ =T %:333—3’ (_g-&- 6)8,7“, ) (527)

where ¢ = ¢, = (2m + 1)7 T'i and the matrix product is understood as a convolution
over the internal variables, e.g.:

re = /d3r12(r, r)&(r, ry). (5.28)

The phonon propagator in (5.27) is taken as an equilibrium one (5.23):

D(wn, @) = Do(wn, Q). (5.29)

5.2.3 Analytical Continuation: Causal Propagators

Using the technique of analytical continuation, introduced in Sect. 4.3, we will first
obtain the expressions for the functions ), analytical in the upper (and, corre-
spondingly, in the lower) half-plane. For this purpose we represent X, (5.27) in the
form

~ ~ ~ dz z ~
5.=T) 9. 06.=T)» 9,6, = D i coth —D.8, -, (5.30)

where the contour C encloses the poles of a hyperbolic cotangent and does not
include the singularities of the function ©,®,_; in the z-plane. Making cuts in this
plane along the lines Im z = 0 and Im(¢ — z) = 0, one can transform the integration
contour C into another one, going along the arcs of large circles and along the banks
of these cuts (Fig. 4.1). Taking into account the fact that the integrals along the arcs
of large circles vanish when the radii tend to infinity, we obtain, using Fig. 4.1, the
result

o0 / /
& —

&
o7 (DR _ DA)S’—EGS(A)

ZEO @) = /

- {coth
oo Ami

/7
+D*® anh ;—T = Gg‘,)} . (5.31)
rr’
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The hyperbolic tangent appears in (5.31) owing to the shift of the integration vari-

able by the imaginary frequency €. Because the analytical properties of propagators
entering (5.31) are now definite, the variable ¢’ may be considered as real .

5.2.4 Phonon Heat-Bath: Consequences

Let us study the phonon propagators in detail. As follows from (5.19),

D(g) =Do(g) +Do(@T(g)D(q), (5.32)

where I1(g) is the polarization operator. We can rewrite (5.32) in the form

D,(q) = (5.33)

[90@] ' - M,(@)

The real part of the polarization operator Re I1(g) is connected with the renormal-
ization of the sound velocity. It is governed by the total mass of electrons; the range
of temperature smearing of the Fermi-step gives a correction o T /€. Corrections,
connected with the superconducting transition, have the same smallness, o |A|/€f.
This is also true for renormalization caused by an electromagnetic field. As noted
in Sect. 5.1, these renormalizations could be assumed as being already made. How-
ever, the imaginary part Im I, (q) is wholly defined by the vicinity of Fermi surface
and thus is very sensitive to the distribution of electron excitations. To realize the
assumption concerning the phonon equilibrium, it would be necessary in deriving the
dynamic equations to take into consideration in an explicit form a sink for the relax-
ation of phonons that is stronger than the source producing the deviation of phonons
from equilibrium, which is caused by processes in the electron system. However,
one can use the following artificial method: maintain the equilibrium distribution
of phonons by keeping the initial presentation of discrete phonon frequencies and
completely neglecting collisions of phonons with electrons in the equations for the
phonon propagator.

Such an approach was proposed by Eliashberg [9] and we outline it here.

We will generalize the discussion, assuming the external field in (5.26) and in
Green’s functions there to depend on r, : A = A(r, t). Consequently, on the right
side of (5.26) the additional factor §(t — ) appears and Green’s functions will
acquire dependence on 7 and 7’.

The modified system (5.26) can be expanded in a series over the external field. The
diagrams consist of transit lines with different directions of arrows, containing field

vertices ; and phonon insertions A& As in Sect. 4.3, the directions

of the arrows are not important for the procedure of analytical continuation.
Consider a diagram of N’ power in the external field for Green’s function of

electrons. Two types of diagrams may arise, depending on whether the diagram
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Fig. 5.1 Diagrams for
electron propagator without
(a) and with (b) the phonon
insertion

contains the phonon insertions (Fig. 5.1). Any diagram will depend on the frequencies
of its extreme lines ¢ and ¢ — w and of the field vertices wy.

The analytical structure of &™) as the function of the variable ¢ at fixed w; should
be found. Owing to the causality principle considered in Chap. 4, the necessary
analytical continuation must be made over all w; from the upper half-plane, so in all
the expressions of the type w; = 2l Ti we will make w; > 0. First, we will consider
the diagrams without X' -insertions (as in Fig. 5.1a). The analytical properties of such
diagrams are described by a simple composition:

BN X BB By B (5.34)

and their singularities (the poles) lay on the linesIm e = 0,Im ¢ = w;, Ime = w; +
y,..., Im & = w, which are parallel to the abscissa. We will ascertain that these lines
are singular for the arbitrary type of diagram Im G For this purpose it is sufficient
to verify that the function Eéév ) »» as the function of its external argument ¢, has the
same analytical structure as Im Gg,)w, if the same set of field vertices is included. In
other words, the singularities of X' are determined by the singularities of its internal
electron Green function. To see this, we again transform the sum over frequencies in
(5.27) to the contour integral over the singularities of the hyperbolic tangent. Shifting
the integration contour along the banks of the cuts, one obtains (in the same manner
as in Section 4.3) the expression:

=M = /oo e {cothi (D* — D*) &)
ge—w o Ari 2T 7z Citezte—w

+ tanh % [D.:81(BM) +... + @Z,Hwa,vﬂ(@m)]} . (5.35)

In (5.35) §;(&™) is the jump of the function &™) at the bank /. Because in (5.35) z
is real, one can see that X,,_,, contains ¢ in the same combinations with w; as &,,_,,
and this proves the above statement concerning the analytic structure of an arbitrary
type diagram.
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5.2.5 Analytical Continuation: Anomalous Functions

Now we can carry out the analytical continuation of (5.35). Continuing analytically
onto the real axis from the upper bank of the uppermost cut, we obtain the function
[XM]R, and continuing from the lower bank of the lowermost cut, we get [ X ™14,
(In these cases all the functions have definite signs of imaginary parts, hence the
subsequent continuation over each w; does not depend on the value of w; > 0.)
Thus, making Ime > @ (Ime < 0), shifting the integration variable to restore the
initial notation of the arguments, summing over N and denoting

oo N+1 e
Geoe = 8,(&™) tanh —, 5.36
2D 4™ tanh (5.36)
N=0 [=1
where &, = ¢ —w; —wy — ... — w;_1, We arrive at

$R(4) * de’ g - p A SR(A) A(R)
zgg,wZ/ 2 _{coth o7 (D* = DY), .G, + Dot G”/w}. (5.37)
oo 4mi

The static limit of (5.37) [at Gee—y = 2778(w)Ge, where G, = (GR — G*), tanh
(¢/2T) ] coincides with (5.31). Because all the self-energy functions and propagators
composing GR) | are retarded (or advanced), the equation that determines G X
has a form (see also Sect.4.3):

R.A
w (B fA), —er—etep—5 -5 ( G F)
B L EA) tertetep=T JATFTG
, E,6—w

=1- 278 (w)(r — 1), (5.38)

where, as earlier,
da)1 3 ,
(EG)ea—w,rr’ = g d r Easfwl (r, rl)Gsfw],afw(rlv r ) (539)

As for the functions @H defined by the relation (5.36), one can obtain the equation
for them in a manner used earlier in the Gor’kov’s model. For this purpose the terms
corresponding to the upper bank of the uppermost cut and the lower bank of the
lowermost cut must be separated:

ass - = GR tanh £- — tanh — GA + G(a)

eE—w 2T 2 EE—w*

(5.40)

For ag‘;)_w the diagrams are analogous to (4.98), although the vertices A and A*

are replaced now by the functions 22(“) and 2 @ and the field vertices i
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have additional terms El(a) or fia). Because the functions X@ contain the factors
[tanh(e/2T) — tanh ((¢ — w)/2T)], it is convenient to introduce a function hge_,, =

{tanh(e/2T) — tanh[(e — w)/2T1}H;(w). In doing so, (—h + Z‘l(a)) will correspond

to the vertices >§9 , and (—E + fia)) to 6§_< . Taking into account that

the products, such as FFT or X F, change the sign of the diagram, one can write:

G = {GR(—h +2NGA — GREW ptA _ pRyf@Gh _ FR<—E+E§"))F+} ,
Ew—E
(5.41)
where the notation
da)] da)z
{ABC}FF - / / (2 )2 88 w1 Ba—wla—wz Ca—wzs—w (5'42)

is used. In the same manner one has

F@ _ {G"’ (41 " 2]("’) FA 4+ GROG 1 FR (%Jrf(l“)) [ FRE;(a)FA‘l

(5.43)
Fro = {G (—E + Eﬁ‘”) FHA 4 R (—h + 2{“)) G
+G ZF@GA - ptR 2§“>F+A] , (5.44)
EE—W
Gl =" (-h+ ") " = F* (=h+ 2(") F*
G pF @A - F+R2§“>GA} . (5.45)
EE—W
The elements of % @ are found from the definition of 2
oo N+1
=Y Z (ZM) tanh—T (5.46)
N=0 I=1
from which, in analogy with (5.40),
S w=5% anhi_2 _tanh—54 4 5@ (5.47)

EE—w 2T 2T eE—w EE—w*
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5.2.6 Complete Set of Equations

We will find now the explicit form of the dependence between X~ and G. We will

use representation (5.35) for zgff _)w and calculate directly the sum (5.46). Taking

into account that the phonon propagator has poles at Im(e — w;) = 0, writing the
EE—w

;)/(2T)] = tanh[z/(2T)]); multiplying the result by tanh(g;/2T) and also taking

into account the identity

expression for §; (E(N) ) and shifting the integration variable (subject to tanh[(z +

coth(x — x) tanh x = — tanh x tanh x” + coth(x — x’) tanh x’ + 1 (5.48)

and summing first over i and then over all the orders of the perturbation theory, we
find the expression

=~ © de’ g —e~ ~r A4 R A
S = coth —— Ge/g/,u,—<G -G )g,s_w (D D )7 (5.49)

oo 4mi

To complete the set of equations, it is necessary to establish the equation for the G-
function, defined by the relation (5.36). The method to be used here was described in
Chap. 4. Starting from the diagram expansion for &-function and separating there the
line corresponding to the bare propagator of electrons, we find from the 11—element
of G-matrix:

1 /. e \2
[% (P - EA> +ep —e€p — 5:| ng‘)—w

={(-n+ =) et -2 Ft) 4 |sfe@ —sfrr] L (5.50)

EE—w E—w

Using the definitions (5.46), (5.40), and also (5.38) for the causal Green’s functions,
one can obtain on the basis of (5.50) the equation

~ a2
m (P—fA) +ep—ep—e—3f -3 ( G F)
ZfR ﬁ(ﬁ+§A)2+e¢—6p+e—ff —FTG
(D G* FA

or in the integral form: L R
G =GR X GA. (5.52)

T\hu,si the ,glosed system 02(5 .37),(5.38), (5.49) and (5.51) is derived for the functions
G,GR G%and X, ¥R, ¥4, which describes the behavior of nonequilibrium super-
conductors in the phonon heat-bath model. The temperature enters these equations
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explicitly only in equations for ¥ and X®“ as the characteristic of the phonon
heat-bath.

5.2.7 Keldysh Technique Approach

Note that one can obtain the same results by a completely different method, developed
by Keldysh [10] to describe nonequilibrium states . In that case the electron Green’s
function is defined in the following way (we use here the notations of Volkov and
Kogan [11]):

G, (1,2) = —i(TW, (1) ¥, (2k). (5.53)

Here 1 = (ry, t1); and u and v are the Nambu indices of the field operators
W (li) = Wy (li),  Wa(li) = ] (1i). (5.54)
The Keldysh indices i, k are the signs minus or plus, according to the position of the
time coordinate of the ¥ -operators on each of two time-axes (—00, 00 or 00, —00)
[10]. The time on the second axis (the index +) is greater than any time on the first

axis (the index —). For functions G, G® and G#, which are defined as in the case of
a normal metal (see, e.g., [12]),

A PPN o~ 1+i0,
<2;Rg >= U-'GU, G = (G)*, U = +2”’}, (5.55)

one can obtain the equations coinciding with (5.51) and (5.38). This coincidence of
the results obtained by the Gor’kov—FEliashberg and the Keldysh techniques, will be
demonstrated further on, when the phonon kinetics in superconductors are consid-
ered.

5.3 Quasiclassical Approximation

The equations obtained in the preceding Section may be simplified further when the
phenomena occurring in superconductors involve electrons localized in the momen-
tum space near the vicinity of the Fermi surface. (In other words, when microscopic
processes of interest may be considered as macroscopic on the atomic scales of
space and time.) Such a situation is typical for most of the phenomena occurring
in nonequilibrium superconductors. In this case one can use a generalization of the
method introduced by Eilenberger [13] for equilibrium superconductors.
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5.3.1 Eilenberger Propagators

The essence of this approach may be elucidated in terms of the electron’s wave-
function of the superconductor. The wave-function of an electron with a momen-
tum in the vicinity of the Fermi-surface oscillates rapidly in space and time. Under
the influence of external quasiclassical perturbation, the wave-function’s amplitude
becomes weakly modulated. The information of interest is contained in the “envelop-
ing curve” of the modulated signal. This allows us to ignore the “carrying” frequency
and to use only the “enveloping curve”.* In the Green’s functions technique, this pro-
cedure is equivalent to the integration over the values of |p| or § = vp(p — pr).

Consider one of the equations for the self-energy functions, for example, for X%
(5.37). In the momentum representation we have

© dg’ d3p’/ g —¢ ~
oy (2;’)3 { oth == (DR = DY)(P' = PYGF(P'. P' = K)

+DA(P' — P)G(P', P — K)} . (5.56)

SR, P—K) = /

Here P = {e, p}, K = {w, k}. If the external momentum in (5.56) is close to the
Fermi surface: p ~ pr, € and ¢’ < wp, then the main contribution to integral (5.56)
is provided by the region |p — p’| < pr (the integration over p’ in the regions remote
from the Fermi surface renormalizes the chemical potential, which is insensitive to
details of the electron distribution in the vicinity of pr). The D-function now depends
only on the angle 6 between p and p’: [p — p'|* = 2p12r(1 — cos ). Using the chain
of equalities

d’p _ pzdpdSZp =d[2p pdp? - mdeE ds2,
2n)3 2m)3 2 Q) 27?7 4Am’

(5.57)

it is easy to establish that SRis expressed by Green’s functions, integrated over the
energy variable :

RA 00 R g f (R,A)
oo (. K) = f deGEY (P, P - K), gFY = (_f+§) . (558)

Similar conclusions follow for other self-energy functions, so that one has:
—¢&
(DF = DY (0) Ty 2, (0. K)

* d¢’
S -

+D20) Ge-o @ 0] (5.59)

£
{coth

4 Analogous procedure is applied in passing from the Bogolyubov-De Gennes equations to the
Andreev equations (see Sect.3.1).
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ss w(ps k) / 47_”/ {COth 2T ga’s’fw(pak)
—@* = 9Yer—0®@. K} (D* = DY ().  (5.60)

5.3.2 Eliashberg Kinetic Equations

Now let us transform (5.51). Ignoring the quadratic terms in A, and moving to the
quantities H; and H |, one finds by multiplying (5.52) by [ER]’1 from the left and
y [EA]’1 from the right:

€_8+H10 ~ SRA SAA
— |1G=X"G+ XYG7, 5.61
(O E4+e+H, + ( )

G- Vk—eto+H O
0 E—vk+e—w+ H,

) =GI"+GRE, (5.62)

where v = p/m. Subtracting (5.61) from (5.62) and integrating the result over £, we
find the equation for the g-function ( 5.58):

(w —vK)g QRe—w—-vK)f\ (H O —~ H; 0
Qe — w0+ VK) f+ —(w + vK)g =lo & )7 9\ 7

4924 - SRG4GRE - 554, (5.63)

The set of arguments of the g-functions entering this equation is analogous to that
of electron distribution function. By this reason (5.63) may be called the generalized
kinetic equation. The quantity

T=32"-Sr5+3" s — =g (5.64)

is the collision integral (at present, between electrons and phonons). The equation
for the function g8 [which may be obtained from (5.38) by the procedure used
above] is similar to (5.63), although the quantity 7 must be replaced by TR(4):

TRA) _ ’g\R(A)ER(A) ER(A)@R(A). (5.65)

In the equilibrium case, when the field A is absent:

R~ e A signe
G =g =2mi <_A* _8> 82g—|A|Z9<82 —14P).  (5.66)

ie., (g8 — "), is proportional to the density of single-particle excitation’s states
(for this reason ¥, g* are called “spectral functions”).
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As to the functions gg¢_,, from (5.58) in the equilibrium case, the relation follows

e - £ o - .
g. = @ — "), tanh 7 = @* =M —2n)signe, (5.67)

where nf is the distribution function of the electron-like (¢ > 0) and hole-like (¢ <
0) Fermi excitations. In the nonequilibrium case, as we will see, n, in general does
not necessarily coincide with n_,. However, the correct generalization of (5.67)
cannot be achieved by the trivial replacement 1 — 2nf — 1 —n, —n_,, as might
be thought. Such a replacement would retain g, as an odd function in &, whereas in
general case g. can have an even in ¢ part also. The necessary generalization can
be obtained with the help of the normalization condition for g-functions, as was
shown for the equilibrium case by Eilenberger [13] and for the nonequilibrium case
by Larkin and Ovchinnikov [14].

5.3.3 Normalization Condition

In a real-time representation [see (5.53)], this condition has the form®

g * g = const - i, (5.68)

AR A~ -~
s=(29.) i=(LY

and the symbol  is the convolution in time according to

where

A% B = / A(t, 1) B(ts, b)dt3. (5.70)

The normalization condition (5.68) is satisfied identically by the following substi-
tution
Jg=g"«a—-axq", (5.71)
where a is an arbitrary 2 x 2—matrix function of &, which may be represented as the
sum of the Pauli matrices, the diagonal matrices only participating in this decompo-
sition: R
a= fil + fo.. (5.72)

5To avoid breaking the presentation, we will prove this statement in Chap. 7. It is worth to notice,
that in the theory of superconductivity the normalization condition is proved only on the “physical
level” of rigor.
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The functions f; and f, are linked with the distribution function of electron-hole
excitations n,. Before showing this relation, we consider some general properties of
f1 and f> and establish their gauge transformation laws.

5.3.4 Gauge Transformation Rules

The basic gauge transformation law for a field operator ¥ (r, t) under the transfor-
mation of scalar potential ¢ — ¢ — x /2 is

U(r,t) > explix(r,t)/21¥(r,1) (5.73)

(where yx is an arbitrary function). From (5.73) and (5.53) it follows that the propa-
gator g (as well as the spectral functions ¥ and §*) is transformed according to

g —> exp [i&zx/Z] * g * exp [—i@x/Z] . (5.74)

In the quasiclassical limit, when the propagators are fast varying functions of a
difference variable (¢; — #,) and slow varying functions of a sum ¢t = (¢; + 1,) /2, the
expression (5.70) may be presented in the form

A% B=AB+ %{AJ;B —AB.) = S(AuB 24,8+ ABu)+ .. (579)

In (5.75) the following notations are used: A, = 9A/ds, A = dA/dt, and the fre-
quency ¢ corresponds to the Fourier-transform over the difference argument (1, — 1,).
From (5.74) and (5.75) a transformation law follows for diagonal components of
propagators®:

gliae _ gliae 4 %5?3%‘ + X;’g‘fﬁ;?g. (5.76)
Hereafter the terms proportional to ¥ are omitted owing to the assumed quasiclassical
character of ¢.

At the same time, one can make a gauge transformation of the function, defined
by (5.71). Taking into account that the functions gRand §* transform in analogy to
(5.74), one can demand the coincidence of the corresponding result with (5.76). This
provides the transformation laws for functions f; and f; :

6 At this stage it becomes clear, that the expression (5.74) is an equivalent form of the usual relation
for the Green’s function: G — G expli x (t1)/2 — i x (t2)/2] at the gauge transformation. Expanding
the exponent over the “fast” time (#; — f2) and finding the Fourier-transforms over the difference
variable, one can obtain the expression (5.76) for the appropriate matrix component.
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WD it fade+(B28) [+ fades +2(Nie/N) (it fa)el
24 XN1e/Ny + X2N1 e /4N

NI Ve + (K2/8) 101 = f)ee +2(N1e/N1) (fi = fo)ee]

fig = fio+

2= 4N1e/Ni + X>N1ee /4N - BT
The functions N, and N, in (5.77) are defined by the relations
R_ A —R _—A
N1=g g ) N1=g .g (5.78)
2mi 2mi
If ¢ — ¢ — x/2, we have in accordance with (5.71), (5.74) and (5.78)
X X
Ny — Ny + ENl,g + §N1,ss, (5.79)
S S
N1 — N1 — ENLS—F?NLSS . (580)

Note that, owing to (5.77) and (5.79), the functions fjand f, (in analogy with N,
and N,) are functions of a general type. They have definite parity only in the absence
of external fields.

5.3.5 Electron and Hole Distribution Functions

In the absence of external fields, as may be seen from the definition of these functions
and (5.63), f1(¢) and N, (&) are odd functions of ¢, while f>(e) and N;(¢e) are even
functions of ¢. Introducing an arbitrary function n, (here —co < & < 00), we can
write (making ¢ = 0)

fle)=aine+n_.—1), fr(e) =ax(n, —n_) (5.81)
Because the function n, should be determined further from the kinetic equations,
there is still an arbitrariness in the choice of coefficients a; and a,. It is convenient
to choose them in the form

a) =signe, a; = —u;lsigne (5.82)

where 5 5
_ 1elB(ep = 1A)

e 2 2
Jea -1l

Then the expressions for gR4) take the form

(5.83)
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~ uefe + e Ve P
g = —2mi (_Ueﬁs —uefe + ae) ’ (5.84)

AR ~AN L Us Vg
(G" —9%)e =2mi <—vs —up,)’ (5.85)
where
AlO(e2 — A2
Ve = Msigns, (5.86)
Jes — A2

Be = (n: +n_, — DO(e, — |AP)signe, (5.87)
@, = (ne —n_o)0(e; — |A|P)signe . (5.88)

The constant in the expression (5.68) may be chosen to be —m2. Without a loss
of generality, this ensures a limiting transition to expressions (5.60), (5.67) in the
absence of imbalance, and simultaneously assigns to the function n, a transparent
meaning of the energy distribution function in “pure” superconductors (this will be
shown below). At the same time, it might be noted that the description of supercon-
ductor in terms of g-functions integrated over &-variable is also valid in cases when
the concept of the energy spectrum turns deficient and £ becomes a bad quantum
number (e.g., in the case of superconductors containing very many impurities).

5.3.6 Kinetic Equations: Keldysh Option

As shown by Keldysh [10], in a nonequilibrium system, the Green’s function tech-
nique allows us to formulate kinetic equations without integrating over energies. In
such cases, the energy distribution function of excitations is connected to Green’s
functions, integrated over the frequency variable. If the energy spectrum is well-
defined, these two methods are usually adequate.’

For the causal Green’s function G|, , using the definition (5.53) and solving
at ¢ < wp the Dyson equations by analogy to the normal metal case (cf. [12]), we
have:

n 1—n n_ 1—n_

G (e.m) = 142 p p V2 p P Y

11 (e, p) p(e—a‘p—i8+8—8p+i5 + p g-|—gp+i8+8+8p—i5
(5.89)

7We have already noticed the advantage of energy integrated functions for ”dirty” superconductors.
At the same time, this technique fails when considering processes far from the Fermi surface, e.g.,
at the description of high-energy particle cascading in superconductors. In such situations usual
(Keldysh’) formulation of the kinetic scheme is preferable.
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where the factors Z/Ig and V]f are defined by the relation (1.23), e,— by (1.132), and
np corresponds to the distribution function of electron-like (§, > 0) and hole-like
(ép < 0) excitations.

Following Aronov and Gurevich [15], one can introduce a spectral representation
for the causal function

* de' [GT (', p) G (., p)
Gy (e,p) = /e i E 5.90
i (&P /_0027[1' |:8—8’—i8 e—¢& +1ié (550)

Comparing (5.89) and (5.90), one can find

Gii'(e.p) = 2mi [Ugnpd(e — &p) + Va(l —n_p)8(e + &p)] (5.91)
Giy (e.p) = =2mi [Uy (1 — np)d(e — &p) + Von_pd(e +5p)].  (5.92)

In the same manner

__ . np I —np _ n—p _ I—n_p
12 (8’1’)_Mpr<a—sp—i5+s—ep+i5 e+ep+id s+ep—ia>’ (5.93)
Gl (e.p) = —2milhpVp [(1 — np)d(e — ep) — n_pd(e + £p)], (5.94)
G5y (e.p) = G5 (—&.—p). (5.95)

Using these relations one can obtain the canonical forms of the collision integrals
in superconductors [15] in a manner completely analogous to the case of a normal
metal [12]. We will obtain the same kind of collision integrals (in &—, rather than
in £ — representation) in the next Chapter by employing the propagators integrated
over energies. When both representations are applicable, these collision integrals are
adequate to each other.

5.3.7 Expressions for Charge and Current

In general, the technique of the energy-integrated Green’s functions is more con-
venient for those problems, where the kinetic processes occur in the vicinity of the
Fermi-surface. In these cases it provides a powerful tool for the study of both pure
and dirty superconductors. On the contrary, if the main processes occur in the regions
remote from the Fermi surface, a straightforward application of this technique may
lead to erroneous results. This difficulty may be overcome by properly accounting
for the contribution that results from the equilibrium Green’s function technique.
Consider, for example, an expression for the electron charge in a superconductor. In
the representation of the discrete imaginary frequencies, one can write (4.86) for the
number of electrons in superconductors as
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d3
No(K) = —Tr {T 3 / ﬁ%_w(p, p—K|. (5.96)

We will separate in this expression the contribution supplied by zero order Green’s
function &%(p) = (€ — &)™, where & = p?/(2m) — €r — eg includes the quasiclas-
sical scalar potential in the system. The deviation in the number of particles induced
by the potential ¢ (in the first order in ¢) has the form

IN©
SN(p) = 2TZ/ Gy )2 ep =~ —en = %eq), (5.97)

where N© is the equilibrium electron density. Thus, the electron density in nonequi-
librium superconductors is

® de [d2, ,
No(k) = NOQ2r)*s ()8 (k) — 2L [eg + / e | i Ges]  (598)
—00

Gre—w = Jee—w — 2mi tanh(e/2T) [the prime in (5.98) may be omitted, if the inte-
gration over ¢ is assumed in symmetrical limits]. From (5.98) the relation follows
for a charge in nonequilibrium conditions:

P (K) = e[N,(k) — N 21)*8 ()8 (K)]. (5.99)

The situation with the expression (4.85) for the electric current is analogous.
The correct accounting of the contribution, supplied by the regions remote from the
Fermi surface, results in the disappearance of the contribution from the second term
in (4.85), which must be absent, if the g-function technique [9] is used.
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Chapter 6 ®)
Electron and Phonon Collision Integrals s

This Chapter is mainly devoted to the study of inelastic collision integrals of elec-
trons with phonons, with each other, and with photons. Canonical forms of colli-
sion integrals will be derived. In the case of photon fields, for a large number of
monochromatic photons, the electron-photon collision integral corresponds to the
classical field terms derived by Eliashberg. Out of research curiosity, we derive the
generalized collision integrals by the Keldysh’s method as well. The results coincide
with the results of the previous Chapter. An important feature of collision integrals
is the nondiagonal channel of inelastic scattering. This yields the so-called branch
imbalance in nonequilibrium superconductors and is specific for the superconduct-
ing state: no branch imbalance occurs in normal metals. In parallel with the kinetic
equations for electrons, we introduce the kinetic equation for phonons. A coupled
system of these equations, together with the self-consistency equation for the super-
conducting Cooper-pair condensate, serve as the basis for the next, final stage of the
TDGL equations derivation.

6.1 Collision Integral Derivation

6.1.1 Spatially Homogeneous States

The generalized kinetic equations for integrated Green’s functions g.._, provide
initial relations for constructing the canonical forms of collision integrals. As was
shown in the preceding chapter, the matrix function g.._,, obeys (5.63), which in the
spatially homogeneous case can be written as

wg Re-Wf\ _ 5~ ~5 .+
((25—w)f+ g >—H19—9H1+1, (6.1)
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where
T_~5A _ R~ ~RT
=g - 3kG4 g8y — Eg, (6.2)
R(A) R)A)

W = < g f) sray _ (2 £2> (6.3)
-ty ’ - T ’

~ H -

A=(T0), H=-SvAtep = vA+en vevi6s)

0 H1 c c

The retarded (advanced) functions in (6.1)—(6.3) are determined from the diagram
expansion in which all the propagators and self-energies are retarded (advanced)
(Sect.5.2). For these functions equations of type (6.1) follow, where [ TRA) —
GRIRA) _ SRAGR The self-energy matrices 8@ in (6.2) are additive func-
tions':

T = 3mp) 4 geoph) 4 Fe-e) 4 5O (6.5)

they correspond to the interaction of electrons with impurities, phonons, each other,
tunneling, etc. Some of the self-energy parts will be examined in detail in subsequent
sections.

6.1.2 Separation of Real and Virtual Processes

Separating in (6.2) the terms corresponding to the electron-phonon interaction, we
will detach the virtual processes. Omitting the renormalization terms

(Z‘IR + E{*)(e_ph) and introducing a superconducting order parameter [2]

A= (ZF4 3™, (6.6)

1
2
one finds for the 11-component of (6.2) the following expression

Lew={—fA + AfE )+ {—ilgy+79) +i(—f5H +5f1) + gRz™

E(e ph) A —f E+(e ph) + Ez(eiph)erA}sg,w + ]s/g—w’ 6.7)
where the quantities
. (e—ph) . (e—ph)
2ieeey = (ZF = 21, 206, = (ZF - TP, (6.8)

UIn principle, the interference between different physical processes, described by (6.5), is possible.
Such interference was considered, e.g., by Reizer and Sergeev [1].
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as well as Z‘l(e; P represent the real interactions between electrons and phonons,

which are essential for the kinetics, and I___, no longer contains X ©~P" explicitly.

6.1.3 Nondiagonal Channel

The dissipation function v in (6.7) (as well as § and Z’l(ez_ ph)) has a characteristic
magnitude of the order of the energy damping of electron excitations. In normal
metals v ~ T /w?; in a superconducting state - is even smaller, since a significant
part of the electron-phonon interaction (the virtual processes) was already taken
into account as being responsible for the superconducting transition. The ~ function
is less by orders of magnitude than the modulus of the order parameter A almost
at all temperatures. Hence, before moving to the kinetic equation in (6.7), we must
account exactly for the first expression in braces, using equations for the nondiagonal
components of g-functions following from (6.1) (the nondiagonal channel, cf. [3]).
From these equations it follows

Qe —)(f = [Deemo = {(fF+TSD =iy f + [T +i(57g = 90)
+i(@o" —0g) + (94 — A%g) + (§A" — Ag) + f1 X + [T - 2 f1
— T4 0 - 2yt + 7R - M + 1L 6.9)
As in the derivation of relation (6.7), we have separated in the braces in (6.9) the
virtual processes, which explicitly represent the electron-phonon interaction, while
I contains [in analogy to I/__  in (6.7)] all other processes. For the last quantity

EE—W

we have from (6.1):

/ ~A _ _— _
I"=g28 + fZ) = Zff = 28g+ 9" D + 232 - 2t - 2ot
F I 4 gE A - R T 4 RS R sy -~ — T A (6.10)

(Here all external and internal arguments are omitted; in this notation the order of
the co-factors is important).

6.1.4 Impurities

Here we consider thin-film superconductors with a thickness on the order of super-
conducting correlation length. Such specimens always contain a number of electron
elastic scattering centers (such as nonmagnetic impurities and lattice defects). If the
number of these centers is sufficiently large, the superconducting films would be
“dirty”” and the mean free path of electrons would be shorter than the other lengths,
which characterize their motion in superconductors. This circumstance allows one
to make significant simplifications. In particular, one may ignore anisotropy effects,
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the non-locality of electrodynamics, the reflection of electrons from the boundaries,
etc.

In the presence of impurities the self-energy matrix in (6.5) has the form (see
Sect.4.1)

imy 1 ds2 im 1 ds2 —~
EE(EJZJ)R(A) = / P@\‘i(j\z’ 2;6*}2 = / pgssfuw (6.11)
2nT 47 2nT 47

If paramagnetic impurities are also present, then (as follows from the analysis in
Sect.4.1) different factors 1/7, and 1/7, correspond to the functions g, g and f, f*
respectively.

Having in mind the case of nonmagnetic impurities, in (6.1) we perform averaging
over the angular variable, taking into account (6.7), (6.9) and (6.10). The self-energy
parts, which correspond to the interaction of electrons with impurities, are eliminated
owing to the isotropy of this interaction.

6.1.5 Effective Collision Integral

Before the derivation of the collision integrals in terms of the distribution function
of electron (n.) and hole (n_.) type excitations, we examine the relation between
n+. and g., where

Gee—w = 20 (W) G- (6.12)

The required relation was established in Sect.5.2. Using (5.64)—(5.70), one finds

1
u(@n, = _% {(Ge = g-2) +ue) (g: — g-)} signs, (6.13)

where the dot designates the time derivative. Thus, the right side of (6.2) is expressed
in terms of the 11-component of (6.1). Taking into account the nondiagonal channel,
the effective collision integral becomes

L) = IS™ () + I€9(0) + IP (o), (6.14)

where the last two terms have the structure

4]
len(e) = (&) = Lz (@) = g2 = [ 2" = Dfg+ T/

[A| —A
+ 9" T = R - Dt Dot - B+ B - 2
— SR+ RS+ T - B A - gt T s
—R _ _
— R T+ R GRSy - Bt - T ) (6.15)

A similar expression follows for Ie(fef_p ™ which contains the quantities v, d, etc.
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6.2 Inelastic Electron-Electron Collisions

To find the collision integral in canonical form [3, 4] we will use the general relations
(6.13)—(6.15). First, it is necessary to specify the self-energy parts in them.

6.2.1 Diagram Evaluation of Electron-Electron Self-Energy

The diagrams corresponding to inter-collisions of two electrons are depicted in
Fig.6.1. The presence of pair condensate in the system, as usual, is responsible
for the matrix structure of X. The contribution to X from the first graph in Fig. 6.1
is shown in Fig. 6.2. In the representation of discrete imaginary frequencies, the ele-
ments of matrix may be written (omitting for a moment unessential indices) in
the form

d3p, & _
(P, P — K)—TZZ// gﬂwpz A®1®2®3—B&3§®3},(6.16)

£1&2

2 d’p; &’p, - +
5P P—K) =T / / o [86,8:5 - 45:15:5¢ ] . 6.17)
€1€2

Here the 4-momentum variables of propagators are defined by the “decay” conserva-
tion laws P = Py + P, + P; and K = K| + K, 4+ K3. The quadratic forms A and
B are related to the scattering amplitudes of two normal excitations on the Fermi
surface. Using Fig. 6.1 the following expressions may be derived in Born’s approxi-
mation:

A= =2V p,* + Vop Vopi (6.18)
B = =2\Vpiml” + Vo Voo, + Vorio: Voo + Voo Vortme: (619

where V, is the interaction potential.

Fig. 6.1 Diagrams
determining the self-energy
functions (6.16) and (6.17).
Wavy lines correspond to the
electron-electron interaction
potential

Fig. 6.2 Diagrams for
11-component of self-energy
matrix (6.16) which
corresponds to the first
skeleton diagram in Fig. 6.1

%
£
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6.2.2 Analytical Continuation

From expressions (6.16) and (6.17), written in the discrete imaginary frequency
representation, we move to the expressions on the real axis, using the Gor’kov-
Eliashberg technique. To do this, consider the Nth order diagram of perturbation
theory as the function of the complex variable ¢ at fixed imaginary frequencies of
the field vertices. The analytical continuation over each of the frequencies must be
made from the upper half-plane onto the real axis. The cuts lying between the lines
Ime = 0 and Im(e — w) = 0 correspond to this diagram. Assuming that the cuts are

Im(e; —wy;) = Im(e; — wy) = Im(ez —wy) =0, (6.20)

we transform the sum over frequencies in (6.16) and (6.17) into a double integral.
Because the directions of the arrows do not influence the procedure of analytical
continuation, one can present (6.16) and (6.17) in the form (temporarily omitting
unessential symbols)

de 1d€2 €1 S0
T=T") 6.6.,6._. ., = # tanh — tanh ——&_6.,6._. __,,
Z e e (4mi)? 2T 2T P
E1&2
(6.21)
where the contours of integration enclose all the poles of hyperbolic tangents. Further
step-by-step transformation of (6.21) to an integration over the real axis gives the

result

dzidzp . 22
/ f (i) [ T tanh T ; 8 ( Bz1n) Ok (Bztuon) Bemzy—zy—wyi—wm

21 22
o Z Getzy—wn—ws Ok ( 622+w2k) o ( 05—12—11+wy) coth = tanh =
T 2T 2T

21 22
+ Z Gecz)—wa—wy Ok ( 612—21+w2k) o ( 6—Zz+mt) coth 2T tanh 2T
k,l

— Z 6 Zl+wh c+22—Zl—w'|i—w'3[ 5[ ( 6_72_{.“;31) tanh ﬁ tanh ﬁ (622)

Here the external variable € and the field frequencies remain imaginary. Continu-
ing (6.22) over ¢ from the region Im(e — w) > 0 (Ime < 0) and next over all the
frequencies onto the upper half-plane, one finds for X4 the expression

Ry _ [ derder R(A) R(A) R(A)
s = [T {G G,GEY 1 G,GEN G, + GRD GG,
—0o0

+G! (A)G§(A)GR(A) Gl (A)G§(A)GA(R)
_Gf(A)G;(R)Gé?(A) _ G?(R)Gg(A)Gé?(A)} . (6.23)
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Using the definition of X' in a form, analogous to (5.46)
oo N+1 c Q
N — $2k
no.=Y Y& (255 L) tanh — (6.24)

N=0 k=1

where £2; is some combination of field vertex frequencies, one finds from (4.22):

© d81d52 R A R A
r= —{G1G2G3+ G1(G" — G ) (G" — G7)3
oo (4mi)

+ (G® = G*)1G(GR — G5 + (G — G*)(GR — G*),G3).(6.25)

The expressions for the quantities X *4) and X, which define the collision integral,
follow from (6.16), (6.17) and (6.23), (6.25).

6.2.3 Transition to Energy-Integrated Propagators

Before writing down the corresponding results, we will integrate (6.16) and (6.17)
over the variables £ = vp(p — pr); this is possible because the effective interaction
is short range, so the amplitudes A and B depend on angle variables only. Hence one
can write

Bp,d3
// (I;IW)GPZAGIGZG3

ds2,, ds2
<n21£5 )// (Zﬂ)z pzA///d§1d52d§% 0(& — vr(p3 — pr))G1G2Gs.
(6.26)

The d-function here restricts mainly the angle integration, requiring p3 = |p — p1 —
P2| & pr and thus

d3p;d3 mpp d$2p,ds2 p3
// 6 AG1G2G3 = <72> f/ 2 2p2 <* - 1) Ag19293-
2m) 27 2er (4m) DF

(6.27)
Gathering the results, we have
-t =L|algem) Y - B (A6} ] ©628)
2 =L[A{g19:95) - B{ /1 9:}]. (6.29)
=f -2t =L[Blann)| " - alnni )] 630
% =L[B{agfi} - A{fiff}] (6.31)

The notations {...} and {.. .}~ are used:
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{91293Y %Y = 9192 (95 — 98') + 91 (95 — 93) 93 + (9F — 91') 9293

+ (95 —9') (95 — 93) (95 — 93) . (6.32)
(919205} = 919205 + 91 (95 — 92) (95 — 93) + (9 — 91) 92 (95 — 93)

+ (gt = at') (95 = 93) 93, (6.33)

and the operator L is defined as
z_ mpp / / dé‘]qé‘z // d.Qpld.sz LR (634)
27r2 2ep (47i)? (4m)? PF

6.2.4 Derivation of the Canonical Form

Substituting expressions (6.16) and (6.17), subject to (6.32) and (6.33) and (5.81) to
(5.85), into formula (6.15), we find

Lt (e) = 2m* L{— A(—uw uru3 831 B> — uuruz Bfrcy — uuyus By
—uuzfaron — uuurus BB B3 — uuauz BP0 + uuiuz BB oz
+uur ooz — uuiurus B33 — uuiuz S0 + uuiuzr B3B3

+ uuy fasas — uniuruz B — uiurus B S — usuzBraay
—uuzfraq;y — uzao gy — uiiau3 B30 — usuz Bzoan

+uiur fraas + uraonaz — uyuauz B f300 — uguz i

+ urusBraas + uraanaz — uuruza) + B(uuzviva 35616,

+ uuzvv2 66153 + uviva BBz + uvivauz 33233 + uviva Sz
+ uuzviva8 + uzv 281 foc + uzviv2 81 Fsa + viva fracs
+uzviva 5 fsa + vivafraas + uzvivra) — B(uuavv3 55152

+ urvv3BBhan — uyvvs BB — vusfasan + uuavv3 36 B3

+ uavv3 B30 + uuvv3 55,03 — urvv3BBian + uiuavvsB)

— A(u1v2v3861 52 + vu1v203861 43 + vviv203 83283 + vviv2v35)
— A(uuyuzuz 815283 — uuyuz 81 Sraz + uuzus 33000 — uuzronaz
+uuiuz B 3300 — uuy Brasas + uuzfiaan — uajanas

+ uuuouz B + uuzuzoy + unuiuauz By + uniuzon + uniusrus B

— uuur3) — B(uuzvivz 813285 + uviv2 81 facs + uuzviva By

+ uuzviv28y + uuzviva 33 + uvivaz) + Buuavvs 3156

+ w03 B30 — u1v3v B B30 — vus Bz + uuzvv3 P

+ uzvv3ay + uiuavv3 By — ugvvzan + u1uavv3Fs)

+ A(vv1v20381 5203 + vu1v20381 + VV1V2V3 B2 + VU V2V353)
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[A]
- ?[_A(_M2u3ﬂ52041 —uiu3vBBi1ay — uruzv BBz + uiurvBBias

— uuzvBB300) + Bvviva 3813 + v B6a3) — B(vzaaan

— uuv3 300 — upv3Baaa — uguav3 o iy — uusus By frax

—usv3Brcay + u vz By + uiv3fiaan — U vza)

+ A(1v2v3 81 B + V10203 81 Bz + vivv3 B2 B3 + vivv3 )

— A(uauzvhBz0q + u1uzvfBi fzan — uiuzvf Sz — vajanas

+ vuuzy + uuzvay — uuavas) — B(vv v 81523 + vvjvaaz)]}. (6.35)

[Here u = u(e), u; = u(ey), etc.] Reversing the sign of ¢ in this expression and sub-
stituting the values of 7 (¢) and I (—¢) into (6.13), we obtain, subject to relations (5.86)
to (5.88), the following canonical form for the inelastic electron-electron collision
integral:

1 /OO/OO/OO dejdenrdes

2 2
16ep+/e2 — A2 Jjal Jia] Jjal \/g%_mp\/s%_mp\/s%_mp
x{E10(c—¢c1 —ex—€e3)+Exd(e+e1 —ep—€3)+ E30(e+e2+e3—¢1)},
(6.36)

J(e—e) (nte) =

in which the factors E; have a form

Ey = M{{[(d — ne)nenene, —nee(1—n)(1—n2)(1 = ne,)]

+[(A —nenen_n_oy —nee(1 —n )1 —n_g,)(1 —n_g,)l}

+ MH[(I = nen_cnene, —nee(l —n_c)(1 — n)(1 = ng,)]
+I(I—neInengn_c; —ne(l—n_c)(1 —n_)(1 —n_)l}
+2M[(1 = nenen_yne, —npe(1 —n)(1—n_2)(1 —n.y)]

+ 2Mf[(1 —niIn_on_gne —ne(1 —n_;)(1 —n_,)(1 —ng,)], (6.37)
Ey = My{[ne,ne,(1 —ni)(1 —n.) — (1 — n,)(1 — no)nsene, ]
tngn (1 —ne)d —ng) — (A —n_,)(A —n_g)nen, I}

+ My{[nene, (1 —ne)(1—n_.) — (1 —n)(1 —nngen_.,]
thgn (1 —n)d—n_) =0 —-n_)A—-n_)Inzn_1}
+2M3[n_eyne, (1 —ne)(1 —n.) — (1 —n_o)(1 — ne)neene, |

+ 2M§[n_52n63(1 —ni )l —n_;) — A —n_,,)( —ng)nin_. 1, (6.38)
E3 = M3{[n.,(1 —ni)(1 —n)(1 — ) — (1 — nensenzyne,]

+ [, (1 —ne)(A —n_)(A —n_o) — (1 —n)ngen_g,n_ 1}

+ M3{[n_,(1 —ne)(1 —n)(1 = n2) — (1 — n_)ngene,n.,
tne(—ne)(A—n_g)A—n_g) — (1 —n_)ngn_gn_l}
+2M3n., (1 —ne) (I —n_o))(1 —ne) — (1 = neIneen_,ne,]
+2M5[n—o,(1 —ns)(1 —n_.)(1 —n.) — (1 — n_g)nwen_c,n.,1. (6.39)
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Coefficients M; J , entering (6.37) to (6.39), are given by the following relations:

M| = a(ee 6283 — |A* — 551\/s% — |A|2\/€§ — A2
+ V&~ [APy<} — |APeres TV — (AP — |APy <} - 1AP
x /S = 1AR) + bl AP(ees — 162 + /& — AR [} — AP
Ve — AR el — |AP), (6.40)
M} = a(ee 6283 — |A* — 551\/53 - IAIZ\/6§ — A2
TV~ AP — |APeres £V — (AP — |APy <} - 1AP
x /S = 1AR) + bl AP(ees — e162 + /& — AR} — AP
FVE —|AP /e — 1AP), (6.41)
M; = a(eei6283 — |A]* +551\/€% - IAIZ\/;% — A2
£ Ve~ IAPY< ~ 1APesss £ V2~ APy} — |ARS — |ap
x| 1AP) 4 blAP (s — 212 + 2 — 1AR /3 1P
£V~ AP~ 1aP), (6:42)
M} = a(eei16283 — |A]* +551\/€§ - IAIZ\/s:% — 142
FVE AR~ |APess; 7V~ AR — AR - AP
x /23— 1AP) + BIAP (e — 2122 + /23 — 1ARy <} - AP
F VAP — 1AP). (6.43)

The quantities sz and M3j are defined by the expressions

M = —M{ (e, —e1,2,63) — M{ (5,62, —€1,23) — M (£, €3, 62, —€1), (6.44)
M3j = M{ (€, €1, —€2, —€3) +M1j (e, —¢e2, €1, —€3) +M{ (€, —€3, —€2,€1) .
(6.45)

Factors a and b, entering (6.40) to (6.43), are numbers (of an order of unity) and are
connected with A and B by relations of the type

mpF d$2,d$2,,dS2,, [ Ip — p1 — P2l
= 1) —1)A. 6.46
“ 27r2 f / / (42 Pr (6.46)
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6.2.5 Essence of Elementary Acts

The meaning of the elementary acts, described by the collision operator (6.36), is
quite transparent. Consider, for example, the term in E; that is proportional to M 11
With a positive sign of €, the first component in this term describes the merger of
three electron excitations into a single electron-type excitation. With a negative sign
of €, three merging electron excitations create an excitation on the hole branch. Thus
in the first case the difference in the number of electrons and holes changes by 2,
while in the second case it changes by 4. Analogous processes are described by other
items in this term. It vanishes in the case of a normal metal (M 11 = O when |A| = 0);
hence the channel of homogeneous relaxation of electron-hole imbalance is closed
in a normal metal [5].

Note that the collision integral (6.36) has obtained such a transparent meaning,
owing to the specific selection of the form of the functions n... in the expressions for
gRM (5.81) to (5.88).

6.3 Kinetic Equation for Phonons

6.3.1 Application of Keldysh Technique

The phonon Green-Keldysh function [6] is introduced in the usual manner:
D¥(1,2) = —i(T¢, (14, (2k), 1=X=(r1) (6.47)

The Keldysh indices i, k are the signs minus or plus, according to the location of the
time coordinate on each of the two time axes (00, +00 and +00, —00). Recall, that
the time on the second axis (with the sign plus) is greater than any time on the first
axis (with the sign minus), and the T-ordering on the second axis proceeds in the
reversed order. The free phonon field operators are real (¢ = @, see Sect.5.1):

A 1 wo (k) i (k-r—wo (K)1) T —ikr—wok))
P = —= >/ {bke“ wn0n) 4 pi gilier—an } (6.48)
Vo & 2

Here Vj is the volume of the system; wy(K) is the dispersion of phonons in normal
metal; blt and by are the phonon creation and annihilation operators.

The “bare” Green-Keldysh functions, defined by (6.47) and (6.48), may be easily
found in the homogeneous and stationary cases. For instance, the expression for D, *
is:

2We omit below the index v of phonon polarization. It may be restored in the final expressions.
As was mentioned in Sect.4.3, in the isotropic model of metals the electrons interact only with
longitudinal acoustic phonons. Such interaction is implied in this Chapter.
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j &’k ‘ ‘ .
Dt (r, t):—% Wwo(k)e’k'r [Nie ™0® 4 (1 4+ N_)eo®] . (6.49)

where Ny = (bibk) is the nonequilibrium phonon distribution function [6].
In addition, we introduce an operator DO]I(Z), which acts on the first (second)
argument of the phonon propagator (u is the phonon’s velocity):

_ o?
D011(2) =352 ”2V12(2)v (6.50)
8t1(2)
where ‘ .
D&](Z)Dé)k(l, 2) = Mza;kd(tl — tz)vl(z)A(l'l —T), (6.51)

and @, is the third of the Pauli-matrices oy, 7, 0.
In the general case the phonon function obeys the Dyson equation

D(1,2) = Dy(1, 2) +/130(1,4)ﬁ(4, 3)D(3, 2)d*x3d*xa, (6.52)

or
D(1,2) =50(1,2)+/5(1,3)ﬁ(3,4)130(4, 2)d*x3d*x, (6.53)

where all the functions are matrices in Keldysh indices. Note that owing to their
definition (6.47), the Green-Keldysh functions are linear dependent (D=~ + D+ —
D~* — D'~ = 0)and, consequently, the polarization operators are also linear depen-
dent: /T-= + M T + It + 117 =0).
The electron Green-Keldysh-Nambu function is defined analogously:

Gk (1,2) = —i (T4, (1)} (2K)) (6.54)
as mentioned in Sect.5.2. Here 4 = 1,2 and v = 1, 2 are the Nambu indices of the
field operators

Yi(li) =y (li),  ha(li) = ] (10). (6.55)

The Green’s function thus introduced (in absence of interactions, which depend
explicitly on spin variables) has the symmetry property

(G*)" = (=1 Gk (6.56)

1% i

where the bar above the index means its reversion [i.e., 1 = 2; (—) = (+)]. From
(6.54) and (6.56) it follows that:
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G*(1,2) = — (G* 2, 1)) = (=D HGE (fori £k),  (6.57)

v v v

G (1,2) = — (G 2, D))" = (=Gl (6.58)

v v

The functions G, G¥, and G# are defined according to the relations (5.55):

G+GR+G4=26"", (6.59)
G+GR-GA=2G"", (6.60)
G-GR+G4r=2G6"", (6.61)
G—-GFfF—-G4 =267, (6.62)

from which [taking into account (6.57) and (6.58)] equalities follow:

Guw(l.2)=-G;,2.1) = (=D G2, 1), (6.63)
Gr(1.2) = Gir 2. D) = (=D G2, 1), (6.64)
Gh(1,2) =GE 2. 1) =GR . (6.65)

6.3.2 Quasiclassical Approximation

In homogeneous and stationary cases, the Green-Keldysh functions depend on the
difference of space-time coordinate. If the evolution of the phonon system is taking
place sufficiently slow, one can assume that all the quantities depend only weakly on
the summary variable (1 + 2) and are the functions mainly of the difference variable
(1 — 2). Separating these variables [we use the notations of the type 1 = x| = (ry, t1),
etc.]

D(x1, x)) =D 5 ; 5

A(xl + x2 + (xq —Xz). X1 +x — (x _)62)>7 (6.66)

one can perform the Fourier-transformation over the difference variablesR = r; — r;
and ® =1t — t,:

D*(q, w;r, 1) = / Di*(r,1; R, @) MRY“OPRAO, (6.67)

where, obviously, r = (r; +12)/2, t = (#; + t2)/2. Acting by the operator D()_ll on
(6.52) and by Dazl on (6.53), and subtracting, we obtain the result for the (—+)-
component:
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(D — Do) D™ (x1, x2) = — / d*xd*x{[D(1,3) T+ (3, 4)

+ D1, I3, 4]0ty — 1) V25(ry — 1) + [T~ (4,3)D"7(3,2)
+ 177 (4,3)DT(3,2)10(t1 — 1) VZ6(r] —rg)}. (6.68)

Consider first the right side of (6.68) and transform it with the help of quasiclas-
sical conditions. For the phonon system, these conditions mean that the quantities
characterizing its evolution in time (A¢) and space (Ar), must be large in comparison
with the characteristic phonon reciprocal frequencies w(q) ' and wave numbers g !
(h=1),i.e.

w(g) At > 1, qAr > 1. (6.69)

This is a good approximation when the perturbation of the phonon system is caused
by the superconducting electron system. The condition (6.69) permits us to simplify
in the usual manner (cf., e.g., [6]) the left side of (6.68). Taking into account that the
operator (Do_zl — Do_ll) in the left side of (6.68) may be presented in the form

»
“a00 " aroR’

Dy — Dy = (6.70)

and carrying out the Fourier-transformation of (6.68), we obtain the expression

LoD, O 2 (—+pt— _ Tyt -

2 (iw +iu*q-—D =—(u-@* (I D =D *It) . (6.71)
ot or

[the arguments of all the functions in parentheses are (q, w; r, t); we have used here

the linear interdependence of D* and also of IT'*, mentioned earlier].

6.3.3 Phonon Distribution Function

To obtain the kinetic equation in terms of the distribution function N(q, r, ?), it is
necessary to find a relation between functions N and D. In the quasiclassical case,
such arelation may be found rather simply. As noted in Sect. 5.1, the superconducting
transition negligibly influences [because Awp(q)/wo(q) ~ 107#] the bare phonon
spectrum: wo(q) ~ w(q). Implying the quasiclassical condition for the phonons, we
assume that N(q, r, ¢) and D(w, q, r, t) obey the relation

D (w, qr, 1) = —%w(q){[l + N(=q: 1. )]0[w + w(q)]
+ N(q. 1. 1)6[w — w(@)]}. 6.72)
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For acoustic phonons (only these are important in the isotropic case) and for momenta
that are small compared with the extreme value in the crystal, the following relation
is valid:
_dw@ e
~ Ou u?

(6.73)

Using also the property
DY (w,q;r, t) =D T (~w, —q;T,1) (6.74)

[which follows from (6.47)], substituting (6.72) to (6.74) into (6.71) and integrating
over w within the limits (0, co), one obtains the following kinetic equation:

ON(q,r,1) ON(q,r,1)
+u

=1 .
o ar (N), (6.75)
where the quantity
I(N) = inq) (M~ (@ w@:r.n[1+N(@qr.0)] -0 (qw(@;r. )N, r, 0}
(6.76)

is the inequilibrium source.

Note that expression (6.76) may also be presented in a somewhat different form,
if one makes the standard transformation (cf. [6]) from the I7°* matrix [in analogy
with (5.55)] to the linearly independent functions IT, ITR, ITA:

I(N) = iw(q)

{(nR —ITY)N — % [T — (1% - 17*‘)]} . (6.77)

Now we specify the polarization operators in (6.77).

6.3.4 Polarization Operators in Keldysh’s Technique

In the Keldysh-Nambu technique, the polarization operator is represented by a dia-
gram expansion:

S

Regular Feynman rules [7] are applied; the only difference is that all the quantities,
including the vertices, are matrices in Keldysh-Nambu indices. Since the transition to
the superconducting state (as well as the interaction with an external electromagnetic
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field) affects only a minor smeared region (~ T /e, | A|/€F) at the Fermi surface, we
can set (as in Sect. 5.1) the total vertex I” in the polarization operator equal to Iy ~ ¢
with adiabatic accuracy ~ u/vr. The electron functions G;lky [the bold lines in the
Lh.s. of (6.78)] are considered as exact functions [they contain electron interactions
between themselves, with the external field, phonons, impurities, etc., symbolically
depicted by the wavy lines in (6.78); wavy lines on the bottom parts in the r.h.s.
are also assumed but not shown]. Because in this technique the vertices I" have the
matrix structure [8]:

it ocsis,ee”, (6.79)

we obtain (g is the electron-phonon interaction constant)
kK 2 k' [ okl Kk kK Kk kK Kk kK Kk
M =~ (-1 [ Gl - Gl Ghf - GY Git + G4 G (630)

However, it is more convenient to deal with linearly-independent quantities G, G¥
and G* (5.55). Moving simultaneously to [T, [T, and IT# and omitting components
like G{‘l (1, 2)G (2, 1) (which are identically zero) we obtain

1
nA<R)<1,2)=—2 PIGE®(1,2)6112.1) + G11GFY + GAP Gy,

+ GnGEY — GGy — G1GEN — GGy — Gy GRPY,L (6.81)

and correspondingly

i
n(,2) = ——gz[Gna, 2)G11(2,1) + G0Gn — G21G1p — G12Gay + G1,GF,
+GR G, + G5,GE + GX.Gy, — GLGR — GRGY, — G5,GR, — G G1,16.82)

Expressions (6.81) and (6.82) allow one to obtain the collision integral for the
phonon kinetic equation in a superconducting system. All the influence of the elec-
tromagnetic field is contained in Green’s functions for electrons, which are exact and
also account for the impurities and other fields acting on the electron system.

As required by the kinetic equation, written in the form of (6.75), we should
move to the (x, p)-representation. It is clear that the polarization operators can be
expressed in terms of the energy-integrated Green’s functions. Before making this
transformation, we will derive the expressions for the polarization operators in (6.77),
using the analytical continuation technique.
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6.3.5 Polarization Operators: Analytical Continuation
Technique

In a discrete imaginary frequency representation [e, = (2n 4+ V)7 Ti,w, = 2m7Ti]
we have the following expression for the polarization operator

d*p — _
Hor (P, p — ) = ¢°T Z/Q )13 B + B, B,

— BB, — T T ) (6.83)

For brevity we omit the second arguments of Green’s functions (&.,.,, etc.), which
may be reconstructed from the “decay” conservation law for internal variables:

g1+ 6 =w, W] Fwr = W' (6.84)

Rule (6.84) is responsible for the appearance of B-functions in (6.83), which differs
from & by the reversed directions of the arrows in the diagrams. In addition, the
F3 pair in (6.83) is accompanied (as in Sect.3.4.1) by a change in the diagram’s
sign. Starting the analytic continuation of the polarization operator, we consider
each component in (6.83) as the infinite sum of the diagrams of various orders in
the external field. The entire procedure is analogous to that used earlier in deriving
the analytically continued self-energy parts of electron-electron collisions. The only
difference is that the external frequencies here are Bose frequencies (and, naturally,
there are two electron lines). Since the directions of arrows in the diagrams do not
influence the analytic continuation process, we will consider only the expression

MNy,—w=T Z 651517w6;u751w7€1+w17w’- (685)

For simplicity of notation, we omit the signs of internal frequency integration and
summation at the vertices of interaction with the external field and phonons. Remem-
ber that expression (6.85) corresponds to the diagram series of perturbation theory
and contains the sum of the various diagrams up to the infinite order; Green’s func-
tions for electrons in the polarization loops contain the phonon self-energy insertions
that in turn contain field vertices of an arbitrary order. The diagram of a specific order
in the external field (considered as a function of the complex variable w) has a cut
on the line Im(w — £2,,) = 0 for fixed imaginary frequencies of the field vertices,
which goes between the uppermost ant lowermost banks:

0 < Imw < Imw'. (6.86)

As in the case of the electron-electron self-energy parts, the quantities §2,, represent
certain combinations of the field vertex frequencies; here the set of these combina-
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tions and their total number depend on the distribution of vertices along the electron
lines. Assuming that the cuts with Im(e; — wy;) = 0, Im(e; — wyi) = 0 correspond
to these lines, we transform the frequency sum in (6.85) to the contour integral

Tow—w' —% —tanh —Qﬁ Bz (6.87)
4ri

where C is the contour shown in Fig. 4.1. Deforming the contour C to C’, which goes
along the banks of the cut, and noting that for the diagrams of any order the integrals
along the big arcs vanish, when the corresponding radii tend to infinity, after some
straightforward calculations we obtain:

dz z
Tow—w = iEk / H{él (®Z+w”) @wfsz“ tanh ﬁ
Z
= &y Ok (Qﬁfzﬂuz;() tanh ﬁ}’ (6.88)

where 0; (&) is the jump in the Green’s function at the corresponding cut line. The
external variable w and the field frequencies remain imaginary. Their combination
determines the set of cuts for the given diagram. Assuming in all diagrams w > W’
(the upper bank of the uppermost cut line), shifting the integration variable in all
diagram expressions (as was done in Sects. 4.3 and 6.2) and summing over all orders
of the perturbation series, we obtain

R > dz R R
Tt = 47rz (G G, .+G, Gw,z), (6.89)

where the G-function is determined as

oo N+1 Wi
=) i (6™) tanh T] (6.90)

N=0 i=1

while the functions GX are determined directly from the diagram expansion (or
the Dyson equation), where all the Green’s functions for electrons are retarded
(advanced) and their entire set {G, G¥, G*} coincides with the functions figuring in
Sect.4.3. The expression for w < 0 also follows from (6.88) for w < 0 (the lower
bank of the lowermost cut line):

A = dz A A
Ty = (G.G,_. +GG,—.). (6.91)

wWw—w
oo 4rmi

Using for I1,,,_. an expression analogous to (6.90), but with the external frequencies
representing now the Bose field, i.e.:
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oo N+1 _Q
Moo = 30 9 0 (ITN) coth & 7 k (6.92)
N=0 k=1

we obtain after the substitution of (6.88) into (6.92):

z W — Wi — Wi;
—; (esw_w) 0 (B4, tanh —— coth #} } : (6.93)

Shifting the integration variable in each of the terms in the first integral z + w;; — z
and z + w — wy; — z in the second integral, and using the identity (5.98), one gets

dz 7 — wy; W=z — wy
oy = —6; (8,) 6 (6,,_.) | 1 + tanh tanh .
K ;/m’ (B2) 0k ( Z)[ +tanh o tan 2T }

(6.94)
Summing in (6.94) all orders of perturbation theory and accounting for the definition
of (6.89), we finally obtain

d
Mooer = / y ; [G.Guz+ (GE—GH) (GF_. - G2)]. (6.95)

Thus, for polarization operator (6.83), the complete set of functions IT, ITR, IT# is
found, which describes the nonequilibrium case. One can show that they are identical
to those obtained earlier on the basis of the Keldysh technique.

6.3.6 Equivalence of Keldysh and Eliashberg Approaches

Consider for this purpose anyone of the components in I1,,_., which follows
from (6.83), for example,

dE] g2 / dsldw1d3p1d3k
- 52GaGoe ) =0 | =5 —

XGz\e,—w (P1, P1 — k) GHI,HJWW P-pp—pi+k—p), (696)

and make a Fourier transformation to the spatial and temporal variables. As a result,

one obtains )

T (x), x2) = —%G(xlmcmxz). 6.97)
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Now we write down all the terms I7 (x1, x,) obtained from the analytical continuation.
Taking into account (6.83) and (6.97) one finds

. 2
na,2) = —%{G(], 2)G(1,2) + GG — FF* — F*F

+ (@ -GHNGF -GN+ (GF - 6HG - T
— (FR—_FNFR—F —(FTR — FYFR — FY).  (6.98)

To compare this with result (6.82) obtained by the Keldysh technique, we must make
the substitution (1,2) — (2, 1) in the second multiplier of each of the components
either in braces in (6.98) or in brackets in (6.82). In the latter case, this should be
done using the relations (6.63) to (6.65). We use the first possibility, noting that the
Eliashberg functions have the properties

GR1,2=G"@. 1. 61,2 =G@1). FR1,2) = FAQ. 1), F(1,2) = FQ2. 1).
(6.99)
[in the absence of the spin-dependent interactions G = 0,3G, Fop = i ('c?y)a,;;F ].
Afterremoving the parentheses certain components vanish [for example, G (1, Z)EA
(2, 1) = 0], so (6.98) can be reduced to the form

ig* — —R—=A  —A=R R ~A
1'[:7{G(1,2)(2,1)+GG—FF+—F+F+G G +G G +G"G

+ GAGR — FRF+A _ FAF+R _ ptRpA _ pHApRy (6.100)

Comparing this expression with (6.82), we see that they coincide, if the functions
—R(A

GRA G ( ), FR@ and FHR@ are replaced by Gfl(A), G§2(A), sz(A), and Gg(A).

Because these functions coincide up to the sign,? the polarization operators (which

are quadratic in Green’s functions) coincide identically.

6.3.7 Transition to Energy-Integrated Propagators

Consider now an arbitrary component [e.g., the first one in the expression for
I, . (p,p — p)], which follows from (6.83), taking into account (6.94). In this
expression we can move from the integration over d*p; to angle and energy integra-
tions, based on the relation

d3p1 mpr d§2y,
A dé,. 6.101
Qr)? 2 4n & (6.101)

3 These functions coincide for nondiagonal components of G-matrix and differ in sign for diagonal
ones. The reason is the sign difference between “bare” propagators of the normal state, mentioned
in Sect.4.3.2.
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Using the auxiliary d-function: §(§; — & — q - p;/m), we may integrate with respect
to the variable &,. This makes it possible to express the quantity

de B
mpF/ 47:1 //d51d525(€2—£1+q-p1/m)Gle (6.102)

272

in terms of energy-integrated functions, determined by a relation of the type

o]

gssfw(pﬁ k) = / df Gsa—w(P, | k), (6103)

o0

since the d-function in (6.102) restricts mainly the angular integration and hence it
may be factored out of the ¢-integral. Thus we have

d’ — 1 de :
PG, = / P (q = ) e (6.104)
@m) 22 2qvr | ar O \amn

To shorten the notations we introduce the operator

M =

2 1 deydwd’k d2 .
g-mpp / erdw; p15<q P|>' (6.105)

2i 272 2qvp @2m)?’  4rx qpi
and the convention
[Aa B]+ = Aslel—wl (pl ’ k)Bw—alw—el-&-wl—w/(p — P, P, - k) + BAa (6106)

obtaining thus the final expressions for the Fourier components of the quantities,
which define the inequilibrium source in the phonon kinetic equation:

Moy = M{g"Gls — [f, fH1: + 1% — 9%, % - "1+

—[fR = A R = AL, (6.107)
IR — "o = M{[9. 3% — 514 + 15", 6% — 9”1+
e V2 A T A AL ) P B (6.108)

Before bringing the equation for phonons to the canonical form, we will obtain the
expression for the collision integral of electrons with phonons.

6.4 Inelastic Electron-Phonon Collisions

The self-energy functions for an electron-phonon interaction were derived in Sect. 5.2
assuming an equilibrium phonon distribution. We will consider now the general case
when the phonon system is not in equilibrium.
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Fig. 6.3 Self-energy
function of the
electron-phonon interaction

6.4.1 Electron-Phonon Self-Energy Parts

In the representation of discrete imaginary frequencies [P = {c, p}, K = {w, k},
w=2m7nTi,e = (2n+ 1)nTi, m and n are integers], we have:

34/

~ d ~
S(P.P-K)=TY -2 —P P —P—K +K)&PF . P ~K),

2m)?
(6.109)
which corresponds to the diagram of Fig.6.3. The functions ® (as well as D)
in (6.109) are assumed to be complete, including both external field and the self-
energy parts and polarization operators. Assuming that initially in the absence of an
external field the system is in equilibrium, we expand & and ® in a power series
over the field and consider the analytical structure of the Nth order diagram as the
function of the complex variable € at fixed imaginary frequencies w; (w; = 2mnTi,
Y, wr = w). The manifold of cuts in the object under consideration consists of the
cuts of the internal ®-function and the ®-function. We denote this manifold by £2,.
These cuts may be considered as situated on the lines Im(e — £2,,) = 01in the complex
plane € between the uppermost line Im(e — w) = 0 and the abscissa (as was assumed
earlier in accordance with the causality principle). The combinations of w;, which
constitute £2,,, are defined by the distribution of the field vertices over the internal
lines of the diagram . Let us assume that manifolds of cuts Im(e’ — wy;) =0
and Im(e’ — &€ — wy) = 0 correspond to ® and D-functions. Replacing in (6.109)
the summation over &’ by contour integration and shifting as usual the integration
contour to the banks of the cuts, we find the resulting expression

E(N) Z/ {tanh 61‘ (6Z+W]i) 92754»&)”
+ B,y 1o cOth %(sk (Dmn)} , (6.110)

where 6; (6.4, ) and & (D 4.y, ) are the jumps in Green’s functions on the corre-
sponding cuts (hereafter for brevity we omit second indices of Green’s functions).
Continuing now analytically in (6.110) over ¢ from the upper bank of the uppermost
cut (the lower bank of the lowermost cut), we obtain (after returning to real w; x,
shifting the integration variable, summing over all the orders of perturbation theory,
and integrating over the energy &) the expression

SR(A) % de’ AR ~R(A)
SR@A) 4m'{ LDAR 4D G } 6.111)
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in which the D-function is defined as

oo N+1

D, = coth %5, (™)), (6.112)
2T
N=0 k=1
Introducing fgg_w as
R oo N+1 -Qk
=Y & (ZN.,) ) tanh = , (6.113)
2T

N=0 k=1

we obtain, starting from (6.110), the expressions for the matrix elements of ) , which
may be presented in the form (omitting for simplicity the second arguments)

3 = / ye D,,_Egg, — (" = gMe (D - DY ], (6.114)
® de ds2,
o =2 = ,/ 4m/ 47rp (9" = Mo = o (F=D. ],
(6.115)
> =23 (gR(A) N fR(A))’ 5= ’y(gR(A) — fR(A))_ (6.116)

In the diagonal over frequencies (quasiclassical) approximation, the phonon prop-
agators may be expressed through the function N, :

Do_. = (142N, ,)sign(e —e)(D* — DY, (6.117)
203,
DRA =\ PP (6.118)

e'—¢ )
Wy_p — (5 —€ 16)

6.4.2 Canonical Form for Electron-Phonon Collisions

Using the relations (6.114) to (6.118), (5.83) to (5.88), (6.7), (6.9), and (6.13), one
arrives at the following form of the electron-phonon collision integral:

JE () = L/wwzdw /OO de'[p1d(e’ — e —wy)
)=
dupp)* Jo T 4 !

+ pab(e — & —w,) + padle + & —wy)l, (6.119)

where the factors p;_s are
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p1 = (e —vovo £1) [no(1 — ne)(1 4+ Ny,) — nae(1 —no)N,, |

+ (eues — vove F 1) [no(l = ne) (1 + Ny,) — nee(l —n_o)N,, ], (6.120)
p2 = (ueue —vovo £ 1) [no(l = ni) Ny, — nac(1 —no)(1+ N,y

+ (uetter — vove F 1) [n_e (1 = ne) Ny, — nec(l —n_o)(1 + N,,)], (6.121)
p3 = (eue +vove F D [(1—ne)(A —na)Ny, — neena(1+ N,

+ (wue +veve £ 1) [(1 —ny)(1 — nLE)qu —nyn_o(1+ qu)] . (6.122)

Expression (6.119) describes, besides the energy relaxation of electrons, inelastic
collision processes that produce the relaxation of electron-hole population imbalance
in superconductors. The situation here is fully analogous to that discussed in Sect. 6.2
and requires no further comments.

Having ascertained that the function N, introduced by (6.117), plays the role
of a phonon nonequilibrium distribution function, we will now obtain the kinetic
equation for this quantity. We start from expression (6.112) for D,,,_., and (6.92)
for a polarization operator I1,,,_,,. Separating the anomalous parts D® and [TV,
one obtains

/

Duwow = DR, coth——— — DA coth % +D9 . (6.123)
R w—uw A w @
., . =1, ., coth — I, _ . coth 2T +1,, . (6.124)

Regular functions in (6.123) and (6.124) (for example, the advanced function D*)
can be determined by the diagram expansion, in which all the functions (propagators
and polarization operators) are advanced ones. Separating in the diagram expansion

for foﬁ_w/ the left free line DX, we have the equation
(D) ' D@, = {mFDW + 19D} | (6.125)

where the following notation is used

d
(AB).. . = / S Ao B (6.126)

(an integration over internal momentum or a coordinate variable is also assumed).
Separating the right free line D, in the same as above manner, subtracting the
result from (6.125), and using formulae (6.123) and (6.124) together with the expres-
sion for regular D®4 functions, one obtains the relation

al

(00" = (P)_) | Do = {7*D — 1D — DIT* — DR 11}

ww—w

(6.127)
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which is the desired general form of the kinetic equation for phonons. Expres-
sions (6.75) and (6.77) follow from (6.127) after integration over the positive half-axis
w in quasiclassical limit.

Note that at this stage the “bath” temperature 7', which enters into imaginary fre-
quency variables of initial equations, is eliminated both from (6.127) and from (6.114)
to (6.116). The situation here is fully equivalent to that obtained by the Keldysh tech-
nique. In the technique of analytical continuation, the bath temperature plays a role
of equilibrium density matrix in Keldysh’s method—this matrix is also eliminated
from the final expressions.

6.4.3 Canonical Form for Phonon-Electron Collisions

The canonical form of the phonon-electron collision integral follows from (6.75),
(6.77), (6.107), (6.108), and (5.83) to (5.88):

TA wp

1(N,,) = f / dede’ {6(c + & —wy)si +20(e — ' — wy)s2},
(6.128)
st = (ueuz + veve + D) {[(Ny, + Dnan_o — Ny (1 = n)(1 —n_o)]
+ [N, + Dn_cne = Ny (1 = n_2)(1 = n2)]}
+ (ette + veve = DA{[ (N, + Dnene = Ny, (1 = no)(1 = ne)
+ [(Ny, + Dn_cno — Ny (1 —n_)(1 —n_)]},  (6.129)
s, = (Ul — VU — 1) {[(qu + Dn(1 —n_o) — N, (1 - ng)n_g/]
+ [Ny, + Dn_c(1 —no) = N, (1 —n_)n-]}
+ (uetter — vove + D[Ny, + Dn(1 = n2) = Ny, (1 = nojne |
+ [(Ny, + Dnc(1 = no) = Ny, (1 —n_n_)]}.  (6.130)

86[:

6.5 Seminar 3. Cooling by Heating

The effects which we will consider now have no direct relationship to TDGL deriva-
tion. However, they are typical for nonequilibrium superconductivity. Learning about
them will facilitate better understanding of the apparatus in use for our general task.

6.5.1 Gap Enhancement

Let us consider a stationary state caused by the action of a high-frequency electro-
magnetic field on a thin superconducting film. Our direct interest is in determining the
distribution function of electrons, which we will assume to be symmetric: n. = n_..
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This assumption is justified if the frequency of the field is small: w < 2A (we will
assume A real). The stationary solution for n. can then be found from the kinetic
equation

0 = JEphonom () 4 Jlemphoron iy ), (6.131)
Here the first collision integral, of electrons with phonons, is given by (6.119)—

(6.122), while J©~Phoon) () must be derived. For that, let us first simplify
J (e=phonon) (3, y yi5ing the condition n, = n_.:

o0 66/

J(e—phonon) (n:) — ﬂ-—)\ /oowzdw / dg/
T 2upp)? Jo T s V= AT A

A2
{(1 - g) [”5’ I —n)(+ Nw,,) —n.(1 - na’)qu] 5(5/ —&— wq)

A2
+ (1 - g) [ (1 = n )Ny, — no(1 = na)(1+ Ny,)] 0 — €' —w,)

A2
+ (1 + g) [(1 —n)(1 = no)N,, — nena(1+ Ny )] 6 + €' — wq)} (6.132)

In this equation, N, is the phonon distribution function, which we will assume to
be an equilibrium one, at the phonon heatbath temperature 7'

(6.133)

1
w, “q
! e —1

N, ~ N =
This assumption means that the phonon heatbath model is valid. Practically, a phonon
heatbath can be reached in thin enough films. The collision integral of electrons with
photons will have the same structure as (6.132) if we describe photons in Fock’s
representation where photons are represented by their occupation numbers N?. The
difference will be in coherence factors. The coherence factors (1 + A%/ 55’) in(6.132)
correspond to a longitudinal acoustic phonon field. The photon field is transverse,
so the coherence factors will have the opposite internal sign: (1 F A?%) 55’), see [9]
for details. Also the interaction constant A should be replaced by the fine structure
constant %/ hc. The overall coefficient will be different from that of (6.132). We will
call it Q. Then

00 [’}
J(efphoton)(ns) — QO/ wzdw/ de’ €€
0 1Al Ve2 — A2y — A2

Az P P /
1+ [ng/(l —n)(1+ NPY — ne(1 — nE/)Nw] 5 — e —w)

/

A2
+ (1 + ) [0 = nINE = el = ne (1 4+ N 8 = &/ = w)
Ee
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2
+ (1 - i) [ =) (1 = n)NE = nena (14 N 6e + ¢/ —w)} . (6.134)

We are interested in a classical limit of this quantum expression, which is the case
when the occupation numbers are large: N2 > 1. Then (6.134) can be transformed
into

/

J(e—photon)(na) — QO/ Nf)’wzdw/ de’ €€
0 18 VEr— A2/ — A2

AZ
{(1 + ) (e —ne) (e —e —w)

e

ge’

AZ
+<l+ )(ngr—ng)é(e—s/—w)

AZ
+ (1 _ g) (1= n. — )3 + & — w)} . (6.135)

We will next assume that the electromagnetic field is monochromatic: N? = N°
X d(w — wp). That will allow immediate integration in (6.135), so that it will acquire
the form

/

(e—photon) 0 ce
J e—photon (n ) — QO/ ds/
‘ A V2= ALJeT A2

A2
{(l + ,> (ne —n)8(e — e — wp)

e

A2
+<1 + > (ne —n.)d(e — e — wyp)

ee’

A2

+ (1 — —/) ¢! —nE—nE/)é(s—i—a’—wo)} ) (6.136)
€e

Here, the factor Q contains both the occupation number of photons, and their density

of states o wg; it is proportional to the intensity of the classical electromagnetic field

2 L. . . _
| E,, | . Using the remnant d-functions, we can now perform the integration in (6.136),
and obtain:

(e—photon) _ € _
J (1) = Qom0 = 4)

€+ wo A? )
1 etwy ~ Tte
{ (5+w0)2—A2( +€(€+wo) (et = )

_ 2
% <1 A ) (ng_w0 — ng) 0(e —wo— A)

+
V(e —wp)? — A? (e —wo)
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wp — € A2
" m( ‘dwo_g))“—"e—nwo-ae(wo—a—m ,
(6.137)

or, after simple transformations,

_ [ee+wo) + A7)0 - 2)
Jle+w)? — 22 - a?)
N [(e —wo)e + A?] B(e —wy — A)
Jle —wor — 42] (2 - A?)
N [e (wo — &) — A?] 0wy — e — A)b(e — A)

This so-called “Eliashberg field term” with Qg = 2D (e /c)zAWOA,w0 [2] is the driv-
ing term in (6.131). Here D is the diffusion coefficient D = U%Timp/& where 7;,,,
is the scattering time of electrons on impurities.* It is responsible for breaking the
Cooper pairs and generating single-electron quasiparticles from the condensate (in
case of wy > 2A) as well as the nonequilibrium redistribution of existing quasiparti-
cles. In contrast, the electron-phonon term in (6.131) is responsible for the relaxation
of the excited quasiparticles towards the thermal equilibrium described by the func-
tionn? = 1/ [exp (¢/T) + 1]. In the relaxation-time approximation this term can be
written as

J (e—photon) (ne) — QO

ne — n€+w0)

nsfwo - ns)

(1—n.—nyc)y. (6.138)

(e—phonon) ~ €
J (n.) 27—62 — on. (6.139)

where -y is the damping coefficient proportional to the average number of phonons
and electron-phonon coupling: it has the same value as in the normal-metal state:
~ max (T3/w12), T2/€F) ;and on, = n. — ng. We will analyze the action of (6.138)
for wy K 2A, so that only the first two terms in braces of (6.138) are non-zero:

J(efphoton) (n:) = Qo [Uss—wu (ns—w(, —ng) — U€+wga(na - n6+wo)] (6.140)
where we denoted
[(e —wo)e + A%] 0(e — wy — A)

Usafwo =
Jle —wo — 2] (2 - a)

(6.141)

4We should mention that in absence of impurities, or, in a more general sense, of scattering centers,
free electrons cannot absorb single photons.
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The dimensionless ratio Qy/~ which characterizes the level on external electro-
magnetic pumping, may be both smaller and larger than unity. In case Qg/v <K 1 we
can consider the linearized solution of (6.131):

0 Je—A
on. = 2—70 [Usemisy 10, — 10) = U n® — 02, )] — 614

This solution is plotted in Fig. 6.4.
To analyze it analytically it is convenient to perform a series expansion in (6.142)
and represent it as

Q) 3n2
5715 = 2—’; _Wo_ag (Uas—wo - Ua+w05)
w? 0*n°
+ 7()?2“ (Usafwg + U5+w05)} ) (6143)

Both the first and second derivatives of the electron distribution function are changing
in the range of ¢ of the order of 7. Meanwhile, the first term in the braces of (6.143)
is nonzero in therange e ~ A. If T < T, then A < T, and in the vicinity of the gap
edge, the solution (6.143) can be approximated by

oy
ye- & (6.144)
g

Qo [ wo o €
on. = E [E cosh™ <ﬁ) (Usa—wo - U€+wo€)]

This solution (also plotted in Fig. 6.4) should be substituted into the self-consistency
equation

wWp d
1= )\/ & (-2, (6.145)
A Ner—A?
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Its equilibrium solution at n. = n® will be denoted as Ag. At 6n. = n. —n? # 0,
one can transform (6.145) into

T? [ 8n? “p de
N=—— [ —— [ ——0n.. (6.146)
A <7C(3)> A EZ—Ar "
Substituting (6.144) into (6.146), we find
2
A = aor (220 (6.147)
2y A2
where
82 8A
ap In— ~ 1. (6.148)
7¢(3)  wo

Since Qy < + for the application of our approach, and also wj < A2, we see that
0A K T, as one should expect. However, the most important feature of solution
(6.147) is its positive sign: the energy gap, and superconductivity itself are enhanced
by the action of the (weak) electromagnetic field.

Indeed, the enhanced values of the critical currents were revealed by initial exper-
imental measurements [10, 11] performed on microbridges and attempts were made
to explain them by involving spatial inhomogeneities. It was not until 1970 that
Eliashberg [12] recognized that this enhancement is caused by the effective cool-
ing of electrons by high frequency electromagnetic fields. This specific mechanism
which we described was further elaborated for cases when the “heating” energy was
supplied by electromagnetic [ 13—18] and acoustic [19] fields, as well as the tunneling
process [20-23]. Experiments [19, 24-30] confirmed these predictions. Interestingly,
the “gap enhancement” effect should be accompanied by a “phonon deficit effect”
[31], which will constitute the second half of our Seminar.

6.5.2 Negative Phonon Fluxes

Let us now calculate the phonon fluxes, which correspond to the same physical
“phonon heat-bath” model in which the electronic distribution has been derived
above. As we already mentioned, in the nonequilibrium “dressed” phonon Green’s
function, the polarization operators will differ from the “bare” equilibrium values,
and contain information on the phonon fluxes, which leave the superconductor.
After transferring to representation, that information is encoded now in the col-
lision integrals (6.128)—(6.130). Let us rewrite these equations for the symmetric
case: n, = n_.
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TAWp

I(N,,) = > / / dede’ {6(c + & —wy)si +20(e — ' — wy)s},
€F
(6.149)
s1 = (ueue + vvo) [(Ny, + Dneng — Ny, (1 = n)(1 — n2)]
= (Ul — V-Ve) [(Nw,, + Dn.(1 —n.) — Nw,,(l - ng)l’l,sr]

To find the phonon fluxes leaving the superconductor in conditions of free phonon
exchange with the external world (thermostat) we substitute into (6.149) the equi-
librium phonon distribution function (6.133), and the function (6.142) for n.. As we

will see, the collision integral then is not zero: (N,i?) = 0. Since the canonical
collision integrals define influx and outflux of the particles per unit time,

ON, Or ON,
4 _ I 0) — Wy el Wq
dr (N“q) ot + ot Or

£0. (6.150)

In a stationary regime ON,,, /0t = 0, and v - VN,, corresponds to the phonon flux
from the superconducting volume. We are interested in the collisional integral of
these phonons, I (N®), which describes the outcome of phonons leaving the super-
conductor at a constant rate. As soon as it is obtained, the number of phonons leaving
the superconductor per unit time can be computed as the integral of the distribution
function times the density of states over their frequencies:

oo
— 2 0
N = /O dw, [wa(qu )] . (6.151)
Alternatively, one can find the energy outflux:
E—= f dw, [wjl(N;3>)] . (6.152)
0

Thus, the quantity of primary interest is 7(N{"). To compute this function, it is
convenient to integrate over one of the variables using d—functions. We will then
have:

wy—A —
1(N9) = 7T—M‘)—D{e(wq —24) / de clg —©)
4 2 A oA f(w, — e —

A
x[L+————JKN@+1meﬁ—N90—waa—nw%n
e(wy —€) “a ! a K

oo 2
+z/ de’ (£ + ) [1— - }

a (tw)—avem—azl  (Etw)e
XIND + Dy (U =na) = NP1 —n(op, ) (6.153)



228 6 Electron and Phonon Collision Integrals
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Fig. 6.5 MathCAD code with a plot of the result of numeric computation of (6.153)
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This expression where the function 7. is given by (6.142) can be easily evaluated
numerically. It also can be evaluated analytically using the linearized approximation
(6.144) for n.. We will describe the results of the numeric approach. The readers
interested in the analytical approach are referred to [32]. The numerical computa-
tion of (6.153) is easy to perform by any numerical solver. We used MathCAD, and
the code and results are shown in Fig.6.5. As can be noticed, the phonon source
is becoming negative in a narrow range above the gap-edge 2A. Negative phonon
source means negative phonon fluxes in the outlined range of phonon frequencies:
2A < wy < 2A 4+ wyp. This becomes possible because of the violation of detailed
equilibrium by the external field action: absorbing photons are enforcing the drift
of existing thermal excitations away from the Fermi surface/gap edge. As a result,
phonons with energy slightly above the threshold value will break the Cooper pairs
more effectively than the reciprocal process of recuperation of broken Cooper pairs
takes place with the emission of phonons at the same frequency. Thus, the number
of phonons at the frequency range 2A < w, < 2A + wp becomes less than in equi-
librium, rising the influx of external phonons influx to eliminate the phonon deficit.
This “phonon deficit effect” was proposed for cryogenic cooling. If one will compute
the total energy balance of the phonon exchange with the thermostat, it is positive, as
should be expected from the energy conservation law. However, by phonon filtering
one can prohibit propagation of higher-energy phonons, thus making the net cooling
effect via this mechanism potentially achievable in more complex systems. Details
on the suggested design of the “phonon deficit”-based coolers could be found in [33].
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Chapter 7 ®)
Time-Dependent Ginzburg-Landau i
(TDGL) Equations

The Initial microscopic derivation of TDGL equations was successfully performed
by Eliashberg and Gor’kov. However, their theory, elucidated in Chap. 4 corresponds
to the so-called gapless regime, where depairing factors (like magnetic impurities)
squeeze the gap to zero, while leaving the Cooper condensate alive. Its quantum
behavior is governed by this set of “gapless” TDGL equations. However, later devel-
opments demonstrated that as soon as the electron-phonon interaction smears, to a
certain extent, the BCS-peculiarity in the electronic density of states (which occurs
at a local equilibrium between Cooper pairs, electrons and phonons), the kinetic
equations and the self-consistency equation converge into a closed system of TDGL
equations, closely resembling the gapless TDGL equations. Using the tools devel-
oped in previous chapters, we demonstrate in this Chapter how the set of TDGL
equations in the “local-equilibrium approximation” comes out. An interesting dif-
ference between gapless and local-equilibrium approximations is the presence of
interference current in the latter, more general, case. Another important feature of
finite-gap TDGL equations is related to the fact that the electron-phonon system is
no longer decoupled as it was in the gapless case. This makes the class of physical
systems which can be described by the resultant TDGL equations much more broad.

7.1 Order Parameter, Electron Excitations, and Phonons

The external fields acting on a superconductor may lead to nonstationary phenomena
that have to be described by dynamic equations. However, as was shown in the previ-
ous chapters, the set of nonstationary equations in the general case is very complicated
and in addition to the equations for the main parameters, characterizing supercon-
ductivity (such as | Al, u, Q), it includes generalized kinetic equations for distribution
functions (see Sect. 5.3). In the vicinity of the critical temperature (in analogy with the
stationary case, Sect. 3.3), one can simplify the general time-dependent equations by

© Springer Nature Switzerland AG 2020 231
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considering the gapless case (Sect.4.2). For finite gap superconductors, the attempt
to simplify the general scheme encounters serious difficulties connected with the
non-local kernels of the integral equations, governing the order parameter. To derive
the equations for such superconductors, one needs to account simultaneously for the
condensate, the excitations, and the interaction between them. The success achieved
in this direction [1-6] is due to progress in the kinetic description of single-particle
excitations in nonequilibrium superconductors (see the review articles [7-10]). The
dynamic equations for the order parameter were obtained in their most complete form
by Watts-Tobin et al. [6]. But in some respects the theory still had some deficiencies,
which we have tried to fix up [11].

In many situations, the possible deviation of the phonon system from equilibrium
should be taken into account. The role of phonons in the problem considered is
twofold. First, the nonequilibrium in the phonon system may be essential for the
dynamics of the order parameter. Second, the time variations of the order parameter
modulus might lead to excess phonon generation and to phonon exchange between
a superconductor and its environment.

7.1.1 Basic Kinetic Equations

We will use here the generalized kinetic equations [12, 13] for energy-integrated
Green-Gor’kov functions. As was shown in Chap. 5, these equations are still valid
also in the case where the phonon system is not at equilibrium. In a real-time approx-
imation,! the equations may be written in a very compact form:

g .05 3. o~ . -
ivv2d 15,99 i — Hag — gH (6)

or 8t1 oh
o0 ~ ~
+ [ an{Eaminn - gnmE ). .1)
Here
R~ (R.A)
v «_ (9.9 ~R,A) _ g f
g_g(tlthvrapF)v g_<0’g‘A)v g _(_f+ g) ) (72)

- a . fR f A(R,A) 21 22 (R.4)
X =X, 0, r,Pr), 2—(A f/‘>’ D) =\-zr 3, , (1.3)

(=)

o~

.o .y < (10 . (&.0
H](t)—VA(t)Uz—l‘sO(t),l—(Ol>, Uz—<06_\z>» (7.4)

In (7.1) the integration over the intrinsic coordinate (or, depending on representation, over the
momentum variable) is assumed.
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where pr = mvp = mv is the Fermi momentum, and r is the quasiclassical coordi-
nate, the Fourier-transform of which is denoted by k. In (7.1) (A, ) are the electro-
magnetic field potentials (e = h = ¢ = 1).

7.1.2 Normalization Condition

Equation (7.1) must be supplemented by the normalization condition, which allows
us to select the necessary solution of homogeneous (relative to the ¢-functions)
equations (7.1):

o0
/ dt; §(t1, 13, ¥, Pr)(ts, 2, ¥, pr) = =21 - 5(t; — 1a). (7.5)

oo

We wrote this condition in Sect. 5.3 (see 5.68). It may be proven in the following
way (see, e.g., [5]). Equation (7.1) may be presented in the form

[Z*g] =[Z*g—§;*2]=o, (7.6)
where the operator Z, as follows from (7.6) and (7.1), is
. .. 0 - .0 .
Z=le—5(t1 —b)—H@t)+ liv— — X. 7.7
on or

Since the convolution * is commutative [which follows directly from its definition in
(5.70)], it is easy to see that the condition

§* § = const - 1 (7.8)

is compatible with the equation
[2*, G g] —0, (7.9)

which follows from (7.6). The value of a constant in (7.8) can be obtained by con-
sidering (7.8) either in a superconducting region that is in an equilibrium state, or
in a normal area, where |A| = 0. The latter option is simpler, and it is possible to
calculate the constant immediately. Larkin and Ovchinnikov [13] introduced the nor-
malization in which const = 1. Because a particular value of this constant is of no
importance, we will retain the normalization const = —72, used earlier.
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7.1.3 Definition of Order Parameter

We will now use the results obtained in Chaps. 5 and 6. The self-energy function X
is an additive quantity that contains certain terms corresponding to the interaction of
electrons with impurities, with phonons, with each other, and so on. The nonequi-
librium order parameter A in a weak-coupling limit A < 1 (A is the dimensionless
electron-phonon coupling parameter) is defined by the formula

A= (SR4zp™, (7.10)

l\)l'—‘

where the self-energy function representing the interaction of electrons with phonons
is (see Sect.6.4):

( R(A) (e—ph) foo de’ /d.Qp/ fa’ A(R)—G—D . R(A)} (7.11)
4ri 4z

The phonon propagator is expressed in terms of the nonequilibrium phonon distri-
bution function N, by the relations:

Do_. = (1+2N,, ,)sign(e’ —e) (D* — D), __, (7.12)
2 2
DI = 2— “rp (7.13)
wy_p— (€ —¢ 15)2

When phonons are in equilibrium, the contribution of the second term in (7.11) is
small by the parameter (T /wp)?, so to find A one can use the simplified equation
that follows from (7.10) to (7.13):

A (k)—AfWD de /— (. K. (7.14)

wp 4

If the phonon distribution function N, is localized at energies wq < wp and has no
singularities as a function of a real argument wq (this will be assumed further), (7.14)
may be applied to the situations with nonequilibrium phonons.

7.1.4 Nondiagonal Collision Channel

To obtain the propagator f.._,, (p, k), one can use the equation that follows from (7.1)
for the nondiagonal “Keldysh” component. Separating in (7.1) the virtual processes
(see Sect.6.1), which lead to (7.14), and ignoring the renormalization terms, one
finds the expression for the 7-matrix (6.2):
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_ <(_fA*+Af+)+Ku (94— A9) + K ) (7.15)

I = _
(—gA* — A*g) + Koy (—fTA— A f) + Kn

where the coefficients K;; are connected with the self-energy functions [the defini-
tion of these quantities follows from comparison of (7.15) with (6.2)]. Taking into
account the nondiagonal channel in the kinetic equation for the electron-hole dis-
tribution function n. [14, 15], we get the canonical form of the collision integral.
We recall here that the general expression for the g-function, which satisfies the nor-
malization condition (7.8), was discussed in Sect. 5.3, where the functions f; and f>
where introduced [see (5.72)]. These functions connect Green’s functions with the
distribution functions of electron-like (n.) and hole-like (n_.) excitations.

7.1.5 Spectral Functions Ry, R, N1, and N,

According to (5.77), (5.79), and (5.80), the functions f; and f, (as well as Ny, N )
are of general type, i.e., they have definite e-parity only in absence of an external
electromagnetic field. In the latter case they are equal to

N = -N, =Re et , (7.16)
V(E+in?*—1A]?
fi1 =signe (1 —n. —n_.), (7.17)
signe
fr=- ]gvl (ne—n_.), (7.18)

where 7 is the energy damping of electrons. Introducing also the functions

R, =Im etiy , (7.19)
ViE+iy)?—1AP72

R ( Al )
2 = Re s (7.20)

ViE+in?—1AP2

N, = —Im 4 , (7.21)
(e +iv)? — AP

we can express the g-function as
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AT Ni  Rye'? At Ny iNje'? f
—-ftg) "~ —Rye Ny )T\ —iNye ™ —N, )72
1[of1 0 —N,e'? af1 0 —Nye'?
LLOA0 (R =NaeT) 010 (1 Ry —Noe . (722)
2 [ 9e Or \ N2e —R Ot e \ Nae —R;

In expression (7.22), only the lowest convolution corrections are kept (the contribu-
tion from the f,-function is negligible).

7.1.6 Gap-Control Term

Separating in (7.14) the equilibrium part and making standard calculations (see
Sect. 3.4) we get an equation for the order parameter near 7:

T [0 a2 I.—-T 7¢3) . —
- |:3t D(V — 2iA) } At [ o L ] A+ (1) =0,
(7.23)

where D = [vp/3 is the diffusion constant and s(¢) is the so-called “gap-control”
term:

* d
s(r,t) = / = {lfie) — OISR = D= pEOUR+ D), (129

oo 4T

where fl0 (¢) = tanh(¢/2T). The nonequilibrium functions f; and f, should be found
from the kinetic equation (7.1), where one can assume the phonon system to be
initially in equilibrium. Note that the terms generated by N . make insignificant
contributions to (7.23) because the function N . is non-zero at € ~ |A|. Only the
values of € ~ T play a major role in the integrand of (7.24). For this reason, one can
neglect the terms proportional to Ny /N in (5.77), which then take the form

1. 1. 1, 1,
fi= fitgxhet gxzfl,gg, fr= ot gXfiet gxzfz,sg- (7.25)

From the kinetic equations for f; and f, in the absence of the potential ¢ in the local
equilibrium approximation, it follows that

Ry 014l Not | Al

0 0 3 £0
_ e NP 1L Ll B VL 7.26
h= fl’fo o N1 + 27| A|N» fie (7.26)

‘We will briefly follow the derivation procedure of these relations to clarify the essence
of local equilibrium approximation.
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7.1.7 Local-Equilibrium Approximation

If the characteristic frequencies and gradients of the electron system perturbation
obey the relations?
(DK*,w) <7, (7.27)

where + is the damping caused by inelastic processes in the electron system, then in
the kinetic equations [(7.1) and (5.63)] that define the functions f; and f;, one can
neglect the left hand sides and the terms connected with the Hamiltonian ﬁl. This
means that the functions f; and f, do not depend explicitly on the space coordinate
r and time ¢. Only implicit dependence on r and ¢ remains through the parameter
A(r, t), which enters into (7.1). This means that owing to effective inelastic colli-
sions, the behavior of single-particle electron excitations in an external field is fully
determined by the evolution of the order parameter that governs the formation of the
distribution function n. (and does not depend, e.g., on the diffusion mechanism). In
other words, local equilibrium between the system of single-particle excitations and
the pair-condensate is taking place.

7.1.8 Determination of f1-Function

In this approximation from the diagonal components of (5.63), the equation for the
function f; follows:

0={-fa*+ar+}___
~ —Awfj —A'wf.+ K+ K (7.28)

+{-rta+arf} + K+ Kn

EE—W

[the series expansion of functions f._, and f;[w in (7.28) may be restricted to the
first terms owing to the quasiclassical conditions]. Inserting (7.22) into (7.28) and
omitting convolution corrections, one finds

0|A| 1
0= f10,5R27 + E(KH + K2), (7.29)

where the transformation rule (iw = 0/0t) is used and the inequalities
(fi— < e fre < fL. (7.30)

have been taken into account. The functions K, + K»; are expressed through the
collision operators J (n..), obtained in Chap. 6:

2We assume also the quasiclassical character of external fields A(r, ¢) and ¢(r, 1).
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K11 + Koy = 4msigne [J(no) + J(n_0)]. (7.31)
Furthermore, we will assume that the electron-phonon collisions provide the most

effective channel of inelastic relaxation and represent J (n+.) ~ J(n+.)© P in the
form

A e *
Jnr(e—Ph)zﬂ-—/ wzdw/ de’ Nni)o(e —e —w
(1) Hupry? Jy “aa ], 4P :
+ pa(ns)d(e — ' —w) + p3(ne)d(e + ' —w)}, (7.32)

where

p1(nss) = (ueuzs — veve £ 1) [ne(1 = ne)(1+ Ny) — nee(1 —no) Ny, |

+ (Mo — veve F 1) [n_g/(l —nx )1+ Ny,) —ne(1 — n_gr)qu] , (7.33)
p2(nie) = pr(Ny, & Ny, + 1), (7.34)
p3(nse) = ez +vove F 1) [(1—ne) (1 —no)Ny, — naeno (1+ N, |

+ (eue +vove £ D) [(1 = ne) (1 = n_o)Ny, — neen_o(14+ N,,)] . (7.35)

In (7.33)~(7.35), the function N, is the distribution function of phonons, which as
yet is assumed to be an equilibrium one:

N, = NS =exp[(wy/T) — 1] (7.36)

In the vicinity of critical temperature, where T >> | A|, for the collision integral
the relaxation-time approximation may be used?

J (1)€Y ~ —2qu.(nie — nd), (7.37)

where

o _ep(l 1) oy A ENOT
nE_exp<T+1) , v=Qr )~ Wt (7.38)

Using (7.31), (7.32), and (7.37), we find from (7.29) the first expression in (7.26).

3This opportunity emerges because the perturbation of the distribution function . is localized in
the energy range smaller than the temperature diffusion scale. Due to this, the term, containing
nonequilibrium distribution function n. in the integral form, is smaller than the “free” term. We
stress this circumstance, because it remains valid also in derivation of the function f;(see below).
However, sometimes the T-approximation is criticized and, moreover, negated (see, e.g., [6]) as
violating a condition, related to the particle number conservation. In our calculation scheme the
missing term automatically appears from the gauge-transformation rules for the functions f; and
f>, which were established in Sect.5.3.
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7.1.9 Determination of f>-Function

Let us now determine the function f,. The nondiagonal elements of (5.63) and (7.15)
are essential, because the first term (proportional to f}) in Green’s functions f and
f1 (7.22) does not contribute to the equation

0= —2f A" —2Af" — AwfT + A*wf. + K1 — Kn. (7.39)

Accounting for this, one finds

L. o 1 A* A
0=2|AIN| o= 50f1. )+ —|Kui—Kn+|——Kn+—Ku|].
2 70 4 € €
(7.40)
The same approximations are used here as in deriving (7.28). Using the relation

A* A 4 .
Ky — Kp — ?Ku + EK21 =, Signe {(J(no) —J(n_o)}, (7.41)
i

one obtains from (7.37), (7.40), and (7.41) the second expression in (7.26).

The potential ¢ may be restored now in (7.26) with the help of (7.25), where
one should make x/2 = —¢. Omitting the term proportional to é(p [its contribution
to (7.26) is small], one finds

R, _9lAl ¢

— 0 _ 0 222 r
fl—f1 fl’ENITS ot +2

fee (7.42)

As for the function f,, the term quadratic in ¢ may be omitted—it is proportional to
f B .- The linear term, which takes into account the transformation rule for 0, gives
the equation )
PN1D. — T AN Y.
N +27|AIN,

fr= (7.43)

7.1.10 Order Parameter Equation

Utilizing (7.42) and (7.43), the equation for an order parameter [(7.23) and (7.24)]
takes the final form

) alA)?
f+2i<p+27'€2 14l :|A

I 1
8T \/1+ 2r|AD? | Ot ot

7 9 T.-T (141> +242)
o VvV — _
+ [D( 2iA) ]A + [ T O

+ P(A|)} A=0. (7.44)
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The function P(]A|) in (7.44) is due to the contribution of nonequilibrium phonon
sub-system.

7.1.11 Contribution of Nonequilibrium Phonons

We will now trace the origin of P (|A|). If the phonons are shifted from equilibrium,
the collision integral (7.37) acquires the contribution

6J (ne) ™™ = u I (e), (7.45)

as follows from (7.32). The factor I'(¢) is the functional, and is linked with the
deviation of the phonon distribution function from the equilibrium §N,, = N, —
NO -

Wy

I'(e) A /oo 2d, /oo de'd(e' +¢ )( + v-v2)
= w2dw — wq) (U v
2upr)? Jo VY 4 e o

X (I —ne —nos)ON,,. (7.46)
This leads to the redefinition of the function f; (7.42), which now has the form

R, 014l ¢

2
fi=f— f{’mn7 +5 f.. — 2signe 7.I'(¢). (7.47)

The function f, (7.43) remains unchanged. Substituting (7.47) into (7.24), one finds
for P(]Al|) a form

P(A) = —2n.Re | de e . (7.48)
0 (e+imn?—1|AP

In section (7.1.13) we will discuss the contribution to (7.44), introduced by P (|A|).

7.1.12  Galayko’s p*-Term

Another peculiarity of (7.44), compared with [2-6], is the additional term,* which
is proportional to 2. Such a term was obtained by Galayko [16] in a static limit of
the dynamic equations. The presence of the nonlinear i term in (7.44) is principally

“This term is presented in a form, which guarantees the gauge-invariance of (7.44), i.e., we have
replaced ¢? by u2. We have resorted to this procedure, because at the derivation of (7.44) the higher
time-derivatives were not kept. At more consecutive calculations the term > might be replaced,
for instance, by the operator [—1/4(0/0t + 2ip)?].
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important. If i = 0, the relation for the gap follows from (7.44):

872 T 1/2
Al=A =Ay, Ag=T,|——|1—— . 7.49
|A| BCS 0 0 |:7<(3) ( E>j| (7.49)

However, if p # 0, the expression for the gap |A| in a spatially homogeneous and
stationary case is found from the equation

|A| =/ A3 —2p2. (7.50)

Hence the initial static pattern cannot exist at ;1 > Ag/+/2 (this was first pointed out
by Galayko [17]).

Based on the assumption that the behavior of superconductors in a nonstationary
steady-state has a close analogy with the usual thermodynamics (this principle was
discussed in [18] for superconductors; see also [19] for more general cases), one
can write the free energy functional of the Ginzburg—Landau type for the (7.44)
discarding the first (dynamic) term. Considering y as a parameter in this functional,
it is easy to verify that the absolute minimum of the functional is obtained at . = 0.
Thus in thermodynamic equilibrium, the value of u vanishes.

7.1.13 Phonons and Order Parameter Dynamics

Now we return to the definition (7.44) of the function P(|A|), which contains the
nonequilibrium addition d NV, to the phonon distribution function. Substituting the
value N, ~ N O into (7. 44) one would find the value of P(|A|) to be an order of
unity that greatly ‘exceeds all other terms in (7.44). In reality, however, the value of
dN,, must be determined from the phonon kinetic equation, which has the form

%(mq) = 1(Nu,) + L(N.y). (751)

where 1 (N,,) is the phonon-electron collision integral, and L(N,,) is the operator
describing the phonon exchange of a superconductor with its environment (the heat-
bath). In the simplest approximation [20, 21], the latter may be defined as

6N,
L(N,,)~ ———, (7.52)

Tes

where 7.5 ~ d/u is the phonon escape time (into the heat-bath), and d is the charac-
teristic dimension of the superconductor. The inelastic collision integral I (N,,) =
I(N,,)®"~ was derived in Sect. 6.4 in the form
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)\ o0 o0
I(qu)(ph—e> _ "% / / dede’ {5(8 +& —wq)s1 +20(e —€' — wq)sz} .
Al J14]

(7.53)
Moving in this expression to the functions f; and f; in the local equilibrium approx-
imation (7.47) and (7.43) [omitting the term with ¢? in (7.47)], and expressing u.
and v, through N; (7.16) and R, (7.20), respectively, one arrives at

86]:

TAWp d|A| T,
I(N, )P ~ Z2Z2 JoN0 | 2202 — md6N, ¢, 7.54
(N,) 2o oo | g M T MmN, (7.54)

where the functions 7y, 7,, and 73 are defined by relations

L[ P(e)R2(¢)
m = Z/ 5—2
0 Nj(e) cosh”(e/2T)
T R e e b e e et
4 Jo Ni(e +wy) cosh“[(e +wy)/2T]  Ny(¢)cosh”(e/2T)

(7.55)

o0 o0
m = / de P(¢e) tanh % + / de Q(e) <tanh i tanh i) , (7.56)
0 0

2T 2T

73 = T {/ de P(e)I(e) + / de Q(¢) [F(s +wy) — F(s)]} (7.57)
0 0
with

P(e) = N1(e)Ni1(wq — €) + R2(e) Ra(wq — ©) , (7.58)
Q(e) = Ni(e)Ni(wq +¢€) — Ra(e)Ra(wq +€) . (7.59)

These relations subject to (7.46) allow one to find §N,,, () and to study the inter-
play between the dynamics of the order parameter and nonequilibrium phonons. We
will define a “generalized local equilibrium approximation” (between the pair con-
densate, electron excitations, and phonons) as the approximation in which (besides
the fulfillment of the conditions of the local equilibrium approximation) the charac-
teristic frequencies (and wave vectors) of variations of N, are small compared with
AwpT /eF, so the left side of (7.51) may be neglected. In this case the function 5qu
depends on r and ¢ implicitly, through A(r, ¢). From (7.51) to (7.59) it follows that

wp .0 (9|A| Te 7T)\LUD 1
ON = {7A—N_ | ——= . 7.60
{W cp |: ot T771 + 73 [\ m Qer + T ( )

The solution of the integral equation (7.60) may be sought in the form

A
0Ny, = K(wq)%. (7.61)
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In doing this, (7.60) transforms into the equation

= “p o [Te TAWp -1
Klea) = {F)\ €r Moy [T et 774]} /+ (772 2er e ) ’ (7.62)

where 74 = 13 [(Squ — K(wg)]. The function K (wq) depends on |A], 7, and 7
parametrically and may be found from (7.62) by numerical methods. Rough estimates

based on (7.62) show that
A
ONy, ~ u (7.63)
T

Substituting (7.63) into (7.46) and (7.48), one can see that the quantity P(]A|)
in (7.44) significantly renormalizes the term, which is proportional to 0| A|/0f (this
term changes by its order of magnitude at 7. — 00). The accurate evaluation of this
term is outside the scope of this analysis. A detailed investigation is necessary for
situations where the conditions of the generalized local equilibrium approximation
are violated; in those cases, the value in (7.63) may turn out to be underestimated.

Consider now the limiting case 7., — 0, when according to (7.51) and (7.52)
dNy, — 0. This condition is fulfilled when d < &p; for example, in the case of
a superconducting film or filament (see the discussion in Sect.5.2). The phonon
radiation from the superconductor into the surrounding medium (the heat-bath) is
then determined by (7.52).

According to the results of our Seminar 3, the intensity of the phonon flux emitted
by the volume V in a spectral range dwyq is

dw,, = I(Ngq)@h*e) plwq)dwy (7.64)
where p(wq) = Vwa /(2mu?). Using expression (7.52) for I (qu)(ph’e), one obtains

TA wp 8|A|T;
dw, = ——
“a 2 61:{ (9t T

—=N? ol } p(wq)dwy - (7.65)

Thus, any variation in the order parameter modulus is accompanied by the
exchange of phonons between the superconductor and the heat-bath (i.e., the emis-
sion or absorption of phonons is taking place).

7.2 Interference Current

An expression for a nonstationary current enters the set of TDGL-equations. As we
will see in this section, the current in nonequilibrium superconductors in the vicinity
of T, consists of superfluid, normal, and interference components.
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7.2.1 Usadel Approximation

The expression for the current may be derived from (4.85) by the method of analytical
continuation (see the discussion at the end of Sect.5.3). In our notation it has the
form

* de d.Qp P
i, r)-——N((»f = [ 2 Paen]
NP
= 127rm2F [ de Tr [6.8,(r, 1], (7.66)

where g, (r, ) is the Keldysh vector-part of the energy-integrated matrix Green-
Gor’kov ¢ function (7.2). In the Usadel approximation [22], the ¢ function may be
assumed to be in the form (gy is the isotropic part of §)

. . P
g=0gs+ —gp. (7.67)
m

Because the self-energy parts of the interaction of electrons with impurities may be
written as (see Sect.4.1):

sra_ L f L g, (7.68)

mp 27T 47

where 7 is the transport mean free path time, one can show that in the adopted
normalization (7.8) the solution of kinetic equation (7.1) for the vector harmonic g,
is expressed as

g, =7 (gs « D% gs + 7r25) : (7.69)
™
where 9
d=1— —i5,A, (7.70)
or

and the isotropic part gs in (7.69) obeys the relations
Gs * gs = —m - 1, (7.71)
[gs *&,]_ = 0. (7.72)
On the base of (7.66) to (7.72) we have

N©)D
i=-— i)z / de Tr 5. {g" *8*9 *xa — gk *6*a*g
i _

+ R xR D% —Tx G O x G, (7.73)
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where 5
d=1-— —iAG,, (7.74)
or

and the spectral functions R4 (5.66), according to (7.16), and (7.19) to (7.21), are’

. + .
,g\R(A) _ + LT 6(7)1’}/ é
(=) Jize * iz —ap \ 4 =€)
(e 5im* —14] )

+< Ny iR, e"e(Rz(;)iNz))

= (=) e-i&(Rz(;)iNg) —(N; (t)iRl) (7.75)

In further transformations it is assumed that 7 is close to T, so the following inequal-
ities are held:
(. [AD K T. (7.76)

This means in particular that the function «y does not depend on €. We also assume that
the functions f; and f, do not explicitly depend on time, the terms with the derivatives
Ri ., Ni., V fi. and terms with higher order derivatives and their products (whose
contributions to the current are small) are omitted. The symmetry properties of the
integrand are taken into account (R; is an odd function of €, and N; is an even
function of ¢). Note also that in calculating the trace in (7.73) several of the terms
can be reduced to total differentials, which vanish upon integration. Furthermore, as
follows directly from (7.76), the following identities hold:

N>+ N2—R?—R2=1, RN +R,N,=0. (7.77)

On the basis of the above arguments, one finds the resulting expression for the
significant (even in €) part of the trace in (7.73):

1 . .
Tr(...) = —4r> {(A —35V0) [4R\ N1 fi — fi.-(R; — ND)]
—(A— %V@') fre(N24+ R + (Vo — %fl,gvéwv% + N%)} . (1.78)

where the upper dot denotes partial time derivative, and a> = 0(a?)/Ot. Defining the
superfluid momentum by the usual relation

Q = 2mv, = VO — 2A, (7.79)

3In writing the spectral functions (7.75) we have completely ignored the influence of external fields
A and ¢, thus the expression (7.75) corresponds actually to the gauge ¢ = 0. For an arbitrary gauge
with ¢ # 0 the function §®-4) (and, in particular, N1) alter (see Sect. 5.3). This, however, produces
no substantial changes in the expression for the current in quasiclassical approximation.
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the expression for the current can be presented as

o0 1
= Unf de {QRZNZfl + ZQ(le + N3) fi-

o]

1 1 . 1 0
+ NP+ NH(V fo = 5 f1.V0) + < f15- [QR — N, (7.80)
2 2 477" 0t
where the normal conductivity o, is
2 2
opn =2N0)D = §N(O)UFT. (7.81)

At this stage we see that in the gauge =0 expression (7.80) coincides with
Schmid’s result [9]. The last term in (7.80) with the time derivative (which was
omitted in [2-6]) vanishes, if the dispersion dependence of f . is ignored. Substi-
tuting the equilibrium value f; = f{(¢) into this term produces a nonzero result,
which contains an additional small factor |A|/ T . Since this term is also proportional
to another small parameter w/T, we omit it below. Expression (7.80) is funda-
mental for further analysis. Because it has been derived here in an arbitrary gauge,
one can be assured that the calculation scheme is self-consistent. The functions
fie) =1 — n. —n_.)signe and f>(e) = —signe (n. —n_.)/N; in (7.80) should
generally be determined from the kinetic equation for the distribution of the nonequi-
librium electron-hole excitations n.. In many cases, however, it is sufficient to sub-
stitute the equilibrium function ng into (7.80). As was noticed in [23] this procedure
was not carried out in [2—-6, 9] sufficiently correct. Thus, certain terms whose contri-
bution is sometimes not small were omitted from the final equation for the current.
We will analyze the situation in more details below.

To transform the terms containing 6 and V f> in (7.80), we use the definitions of
the gauge-invariant potential

1.
w= 59 + @ (7.82)
and the associated electric field
. 1.
E=-A-Vp= EQ—VM. (7.83)

As it follows from (5.77), in the presence of a potential ¢, the function f, is nonzero
and for € > |A| is equal to

fr=—pfie (7.84)

Substitution of (7.84) into (7.14) leads to

j=o, / de {QRzszl + %fl,E(Nf + N§)E} . (7.85)

[e¢]
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In equilibrium theory, the current in dirty superconductors is given by the first term
in (7.85), where one should make f; = flo (¢) = tanh(¢/27T) (i.e., in an equilibrium
situation, the term, which is proportional to 7', vanishes). In the nonequilibrium case,
two additional groups of terms arise if one inserts the equilibrium function f(¢)
into (7.85). The reason for this is the relation:

—1/2
1\/2+N2—l 1+ |1- AL ’ (7.86)
) e2+92 + AP ’ '

which follows directly from (7.16) and (7.10) to (7.21). The integral (7.85), taking
into account (7.86) and inequalities in (7.76), can be evaluated in analytic form. In
the time-dependent theory, it is necessary to evaluate this integral for an arbitrary
ratio of |A| and . The equilibrium value of |A| in a “finite-gap” superconductor is
large in comparison with +, but in the dynamic case | A(r, )| may sometime vanish
at some points!

We will inspect the integrals in (7.85) in more details. If v <« | A|, the factor R, N,
acts in fact as the §-function of the argument (e & | Al):

NaRy ~ Z|AI8E = |AP), (7.87)
and thus the first term in (7.85) gives
> 0,97 2
7,Q de RNy fY = — Q| A| (7.88)
oo 4T

(this result does not depend on y/|A| and holds for arbitrary |A| and ~, even if §-
function becomes “smeared”). The second term in (7.85), taking into account (7.86),
takes the form

LN N ﬂ/ de[e2 4+ (72 + 141)]
2 /ﬂo e N NP+ ND) = o7 cosh?(e/2T)[e* + 2e2(72 — |A]2) + (42 + |A[2)2]1/2
(7.89)
Expression (7.89) can be treated as the sum of two integrals
O'nE e* 00
/ de M(e) + / deM(e) ¢, (7.90)
2T | Jo o
202 L AR
M) = e 14l (7.91)

cosh®(e/2T)[e* 4 262(72 — |A]2) + (2 + | A2/
where £* satisfies the relation (recall, that T > |A|, v):

(P +1AP'? « e « T. (7.92)
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Using the relation (7.92), one can expand cosh?(e /2T) in the first integral in (7.90),
keeping only the lowest order term in a small parameter /27, and use for another
integral the approximation

e+ 4141
(= 2202 = [AP) + (2 + 1A 2

~1, & <e<oo. (7.93)

Thus the second term in (7.85) takes the form

o,E [®
/ de fO.(N? + N2)
2 )

*

_ oK {/ de[e2 + 4% + | A2 +/°° de }
2T o [EA 42222 — AP + (2 +1A1D)2Y2 T ). cosh®(e/2T) )
(7.94)

One can now integrate (7.94) directly and find for (7.95):

=g s o s VAP [ (Al \ _(a
4T " 2T /|A|2+72 /|A|2+,YZ

where K(x) and E(x) are the complete elliptic integrals of the first and second type,
respectively. In the limiting case they have the following asymptotic forms:

K@ =3 (1+5+),

x<K1: ) (7.96)
E(x):%(l—%+-~-),
and .
Kx)~In—== +--.
x~ 1 =zt (7.97)
E(x) ~1—-3(1—x)In(l —x)+---
A good approximation for the difference function is:
In(1 —In(1 —
K(x) — B(ry = 2+ ; M9 i _oma—xn (798)
_In(1—x%

5 —xIn(1 — x).

This is illustrated in Fig.7.1.



7.2 Interference Current 249
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7.2.2 Normal Flow Contribution to Interference Current

Expression (7.95) may now be written in the form
J=Js +Jn + Jint, (7.99)

where the superfluid and normal components of the current are given by the standard

relations
o,

4T

is = ——QlA%,  j,=0.E, (7.100)

and the “interference” component is

i _ o gYAP T 4] E 4] (7.101)
nt — n - T — . .
2T VIAZ 442 VIAP2 442

The quantity ji,: (7.101) has properties of both the superconducting condensate and
the normal excitations. In fact, it describes some interference of two types of motion
occurring in the electron subsystem of the superconductor.

A comparison of (7.101) with (7.100) shows that the interference component of
the current is not always negligible. Using the asymptotic forms (7.96) and (7.97)
of the elliptic integrals, one can easily show that (7.95) takes the following forms in
the specified limiting cases

i = 2 APQ+ o, |14+ 14 (1 24l <AL (7.102)
= n A n——m— 5 5 .

! aT 7 2T ~ v

. TOn 2

i= [AFQ+0,E, 7> |A] (7.103)

4T
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Equation (7.103) is similar to the expression for a gapless superconductor [see
(4.121)]; in this case the current consists of the normal and superconducting com-
ponents only. Thus, the interference term in the “finite-gap” superconductor stems
from the strong correlation between the system of single-particle excitations and the
pair condensate. This correlation vanishes in a gapless regime.

Using (7.102) and (7.103), we can represent (7.101) in the following approxima-
tion:

i Al [In(1 - x%) In(1 — x) 4] (7.104)
it =0 B— | ———— — -0, x= —. .
Jint T o AR 12 7

This approximation is convenient for practical calculations.

Note, that a logarithmic renormalization of conductivity, analogous to (7.102),
appears in the theory of both linear [24, 25] and nonlinear [26, 27] responses of a
superconductor in a time-varying external electromagnetic field of the frequency w;
for example,

ou(wo) = o, (1 + 1AL A). 4 = max(WoTimy, —2). (7.105)
2T 4|

Such a logarithmic renormalization of conductivity also reflects the interference
between normal and superfluid motions. Although the parameter |A|/T near T, is
small, the corrections might be not negligible, because the logarithmic factor can, in
principle, be large. We should also mention that the interference described above is
closely related to the “dragging” process, investigated by Shelankov [28].

7.2.3 Condensate Contribution to Interference Current

We used above the equilibrium approximation for the functions f; and f,. To find
these functions [(7.42) and (7.43)] in the time-dependent theory, the nonequilibrium
contributions must be taken into account. They may be expressed in the form

Ry 2 0)A|
Nivy ot

40 — o, MoTelAl
fr=—pfi(€)+dfale), 0fale) = ZMN1+2NZTE|A|

hi=RE@+0fi). 6fike)=—f. : (7.106)

.. (7.107)

The current component due to the function § f>(¢) in (7.85) is vanishingly small and
can be ignored. However, the function ¢ f}(¢), whose contribution though small in
comparison with j;, is dissipative. In general, this component need not be small in
comparison with j,. The resulting current is given by the following expression in the
“local equilibrium approximation’:
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. TOn a|A|2
= AP —
=77 Q<I | o )

VIAP 42 4| 4|
+0,Ejl+—FF— | K| —/—/]/—— | " E| —— . (7.108
i { 27 VIAP + 772 VIAPR + 72 7

This expression should be used in the Ginzburg—Landau equations instead of those
presented in [2-6].
Thus, in the expression for current in the Ginzburg-Landau regime

J=1Js +Jn + Jine, (7.109)

in addition to nondissipative quantum electronic motion

oy

7 QlA?, (7.110)

Js =
and dissipative normal motion of electrons

jn = ouE, (7.111)

we have motion of charges which has interference of quantum features and dissipative
features:

jint =

QAP VIAPER [ a4l
AT ~ Ot 8 2T /|A]Z +~2 /A2 + A2
(7.112)

This current (7.109) enters the Maxwell set of equations, which should supplement
the equation for the order parameter A, (7.44). After separating the real and imaginary
parts of (7.44) one finds®:

s 0|A| 71' 2 ’
— 1 27| A2 — D(V~- — A
g7V 1+ QA = + o DV - Q)4
T.—T |A]? + 242
— —T7C(B3)—————— | |A] =0, 7.113
+[ T Oy |14 (7.113)
21412
Al + Ddiv(Q|A*) = 0. (7.114)

“ixenian

Note that in the equilibrium Ginzburg—Landau scheme (7.114) coincides with the
continuity equation because p = 0, j = j;, and p = 0 in that case. In nonequilib-
rium conditions, (7.114) and the continuity equation div j + p = 0 are independent.
In the waste majority of cases we still can consider p = 0 (since any charge deviation
equilibrates to p = 0 at time scales defined by the plasma frequency, while the super-

SWe omit further the term P (| A).
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conducting time scales are much longer) and approximate the continuity equation
by
divj=0. (7.115)

By the same reason, one can drop the displacement current and present the Maxwell
equation as
curl B = 47j. (7.116)

In both of these equations j enters in the form of (7.109).

7.2.4 Boundary Conditions

This set of equations must be supplemented by the boundary conditions, which may
differ in various problems. For instance, at the boundary between a superconductor
and a normal metal, one can write

oA
—| = BAlg, 7.117
on | BAlg ( )
where 3 is some constant, usually taken as 3 = (a&)~" (o ~ 0.81 in equilibrium
approximation, & is the coherence length). In nonequilibrium conditions, o may dif-
fer from this value (see [29]), but remains of an order of unity. At the superconductor-
vacuum boundary, the following conditions are reasonable:

a—A=O, Q,=0, E, =0, (7.118)
On
where n is the vector normal to the superconductor’s surface. One should also require
the continuity of the magnetic field B and of the tangential component of electric
field E [30]. Other boundary conditions are also plausible.

We conclude this section by mentioning that in the gapless (7. — 0) case the
interference current disappears. Then the structure of TDGL equations coincides
with that of the equations derived in Chap. 4 (with somewhat different coefficients).
This limit, 7. — 0, was used for solutions in Part I of this book.

7.3 Fluctuations

We will consider here some characteristic features of fluctuational correction to self-
consistent treatments of superconductivity, such as GL or BCS theory. This reveals
the applicability limits of the self-consistent approach.
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7.3.1 Ginzburg’s Number

To elucidate the role of fluctuations, we will go back to the free energy functional
considered in Sect.3.2. For simplicity we will perform calculations at T 2 T, for
the normal phase, where the equilibrium value is ¥y = 0. Then it is convenient to
denote the fluctuating value of the order parameter as ¥. The fluctuation probability
is governed by the expression

W x exp(—=0F/T), (7.119)

where §.F is defined by (3.46), (3.45), and (3.31), with Fr? = 0. Since we expect the
fluctuations to be small, it is sufficient to keep the second order expansion terms in
the free energy functional:

ﬁ2

2m.,

ov

or

Vo

2
SF = {a v ? + } d’r. (7.120)

Both terms are positive in (7.120), since T > T,.
Let us now make a Fourier expansion of the fluctuating quantities in the volume
Vo (for simplicity we will take Vy = 1 below):
W@ = ) e vl _ > ik, (7.121)
k o k

Since | ()| is real, Y_x = ¥. Substituting (7.121) into (7.120) and integrating
over the volume, we find (¢, = h2k?/2m.,):

SF =) (a+a) %l =) 6F. (7.122)
k k

As follows from (7.122), (7.119), and (7.122), fluctuations with different values of
k are statistically independent.
Let us consider now the sum over states (a “partition function”), caused by the
fluctuations:
z/" = Z exp(—6F/T). (7.123)

Yk

This yields the fluctuational contribution to the free energy of the system:

— Y+ a) %)
Fll=-Thz/'=-Th) L . 7.124
n n a exp T ( )

Performing straightforward transformations, we obtain:
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o0 lp 2
Fil = —Tlnl_[/ exp <—W>dlm‘1’k d Re ¥y

lp 2
exp <_w> d |q/k|2i|

I

|

~

5
1

3
ﬁ

(7.125)

I
|
~
5
~~
s
+
TN
T

[in writing (7.125) we took into account the relation d Im ¥ d Re Wy =27 | W | d [¥k|].
To evaluate the role of the order parameter fluctuations, one can calculate the fluc-
tuational contribution to the heat capacity C//, which is defined via the general
relation

C = —T(0°F/OT?). (7.126)

Since in (7.125) in a variation of 7' the most important contribution comes from the
temperature dependence of «, one can write:

da\> PF!
Cl=-T,|—) —, 7.127
(GT)TC 0a? ( )

or, taking into account (7.125):

2
clw | T, <8_a> - [7. @a/0T), ) [ &k 2
or T, (v + ex) (277)3 (o + &)

k

32

N I
My ¢

= const

where the constant is a number ~1. [One should note that the long-wavelength fluctu-
ations play the most important role in (7.128). Also, hereafter we will use the absolute
values of T — |T — T.|. The symmetry of the behavior of fluctuating quantities
within this Ornstein-Zernicke description can be confirmed by direct calculations at
T <T.l

We can now compare C/! with some characteristic equilibrium value, such as the
jump in heat capacity §C = Cs — Cy at the transition point from a superconducting
to a normal state. Using (7.126), (3.40), and (3.46), one can calculate

s 2% (é)a/aT)Tc]z.
BT

(7.129)

Thus the fluctuations are small if
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Cfl mSﬁZTC

Giz=—n TP
'T5C T 1 (9a/OT);,

<L lel K 1. (7.130)

As follows from (7.130), the mean-field theory has an applicability range only at small
values of the parameter Gi (usually called the “Ginzburg number”). Fortunately, the
Gi-number is very small for conventional, low temperature superconductors, and
thus the mean-field theory is well applicable even very close vicinity of 7. Indeed,
using for “clean” superconductors the values of (9a/OT )7, and 3, which follow from

(3.161) and (3.166), we find
: T.\*
Giclean =~ <_) (7.131)

€F

[in writing (7.131) we used (3.166), in which the density N of electrons may be
expressed as N = 2[(4/3)7p31/(2nh)® = p3/372h3). Usually (T./er) ~ 1073, so
that Ginzburg’s number is incredibly small for superconductors. To estimate Gi in
the case of “dirty” superconductors, we again need the microscopic values of phe-
nomenological parameters (3.36) and (3.38). For these values we will compare (3.48)
and (3.51) with (7.44) and (7.100), respectively. It follows then [for completeness we
also provide here the relationship between ¥ and A, which is analogous to (3.165)
for the “dirty” case] that:

Oa . 6 h m _ 2h (7.132)
oT T. o T Timp p% ~ amD’ ’
Oa/OT 272 Tim
(©a/0T)y, _ 2" Timp (7.133)
g 76(3) h
W (r) = (1/4)">(NTimp/hT) ' A(r), (7.134)
and for Gi we obtain
. ' T
Gldirty =\—) = (7.135)
Timp €r

which is also very small, so that usually the range of temperature fluctuations is not of
practical importance. It is worth mentioning once again that the smallness of the Gi-
parameter permits us to apply the Ginzburg—Landau type approach to the description
of superconductors. At the same time, it is wrong to conclude that the smallness of
Gi rules out the possibility of experimental observation of fluctuational phenomena
in superconductors: fluctuations may reveal themselves in one- or two-dimensional
samples [31-33]. We will treat different mechanisms of resistivity fluctuations in the
next Section.
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7.3.2 Paraconductivity

Let us suppose that T 2 T, and there is a constant electric field E applied to the
metal. One can expect then that spontaneous fluctuations of the order parameter
create droplets of finite superfluid density, which will be accelerated by the electric
field, raising the normal conductivity o,. Actually, the change of the conductivity is
small: o K o, but the temperature dependence o (T') is peculiar and thus could be
detected. Fluctuations of the order parameter may lead also to the specific temperature
dependence of the heat capacity in small superconducting particles [34].

Following Schmid [35], we first treat the average (in thermodynamic sense) cur-
rent, coupled to the applied field, via the relation:

(j) = osE, (7.136)
where (still hypothetical) conductivity equals to

2N 0
og = 5T (7.137)

s

In (7.137) Ny is the density of electrons fluctuating between normal and supercon-
ducting states: Ny = (|l1/ |2> , and 70 is the lifetime of electrons in the superconducting
state. As noted, fluctuations at different wavelengths that contribute to the free energy
(7.122) are statistically independent. In view of that’:

o S P exp [—(a+ ) WP /T d 1WA T
(1ol?) = = 5 — = )
Jo o exp [— (o + ) [AI* /T ] d W] (o + €x)

(7.138)

To obtain the value of 7° one should consider TDGL equation (7.42). In the fluc-
tuational regime, 7. |A| < 1. Thus all the nonlinear terms, including contributions
from the vector potential, as well as the phonon term P (]Al), could be neglected,
yielding

0 e n?
—+ i~ |¥ — (a—=—VH¥ =0, 7.139
770(8[+lh90> (a . ) ( )
where 19 = [T.(0a/OT)1,1(7/8T.) = (4mD)~" for “dirty” superconductors. Since
in the linear approximation the relaxation time should not depend on the electric field
applied, one can discard the scalar potential ¢ in (7.139), and obtain for the Fourier

7 Actually, there is a degeneracy in the system described by (7.122): the states with k and —k are
physically identical. Thus in the expression (7.119) for fluctuational probability of [W|? the value
of JF doubles. This causes the value of amplitude (Illlk\2> in (7.138) to be two times smaller:
<\11/k|2) =T/2(a + ek) (cf., e.g., [36]). To use the explicit form (7.138), one should perform in
expressions like (7.153), (7.154) the subsequent integration over k over a single hemisphere of its
values (cf. [37]).
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component ¥ the equation:
0]
anq’k = — (ex + o) Y. (7.140)

For the relaxation time of fluctuating components it follows then that:

Mo

0
= . 7.141
Tk €k +« ( )
To find the value of o (7.137), one should compute
Ngr° = § (P AREX (7.142)

k

As was demonstrated by Aslamazov and Larkin [38], the result of this summation
depends on the samples dimensionality. Indeed, since the minimal distance (the “unit
length”) in this scheme of calculation is restricted by the coherence length &(7'), the
values of {k,, ky, K.} in (7.142) are restricted by the condition

k; <E 2L—7Tn) <&, (7.143)

i

(n is an integer) and when the characteristic length L; along the i-axis is smaller than
&(T), only the term n = O contributes substantially (IlI/kl2 is homogeneous along
that direction). Thus for bulk samples

© Pk T T.—T| '
o5 o N7 :/ O e | (144
o Q2m? (a+ e T.
while for thin films
1 (> &k Ty L =T
o5 o — —— e = ] (7.145)
L 2m)% (o + &) T.

so that in samples with smaller dimensionality, the fluctuations near 7, are more
pronounced. For the one-dimensional case:
T, |2

7.146
- (7.146)

og o |e| T =

This phenomenon is called “paraconductivity” and was first described theoreti-
cally by Aslamazov and Larkin [38]. The Green’s function technique was used and
the diagram for the current-current correlation function (shown in Fig. 7.2a) was con-
sidered. Later Maki [39, 40] and Thompson [41] took into account another diagram
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Fig. 7.2 Diagrams leading
to Aslamazov-Larkin (a) and
Maki-Thompson (b)
contributions

Qa o}

(shown in Fig.7.2b), which yields a different contribution that is dominant in some
conditions. We will consider both mechanisms without referring to these slightly
mysterious diagrams, but to the much more transparent TDGL-scheme.

7.3.3 Aslamazov-Larkin Mechanism

The physics of the fluctuations outlined by (7.136) is rather transparent. At the same
time, an important question still remains open, namely: how to justify (7.136) itself?
The fact is that in thermodynamic equilibrium the superconducting current has a form
(3.54), which is associated with the vector Q o v, rather than with the vector E. To
proceed with this problem one should bear in mind the relation (3.51). In view of
the gauge A = 0, adopted earlier for (7.139), it becomes clear that both the modulus
|¥| and the phase 6 of the wave function are fluctuating, so that (V) is proportional
toE.®

One can rewrite (3.51) in the form:

ie.h

is = ——— (¥ VY —w V) = Z
k

e.k
2m (

@)% (7.147)
My

Following Abrikosov [36], one can represent ¥ in the form
@ =90 + g (7.148)

and then use the TDGL equation in the form (7.139) to derive the value of lI/lf]) based
on the known value of 'Jfk(o) (7.138). For homogeneous electric field, ¢ = —E - r.
Since the field E is a static one, only low frequency fluctuations contribute to the
response, so one can omit the time derivative in (7.139). Taking into account that at
the Fourier transformation r¥ (r) = i (0% /JK), one obtains from (7.139):

Yo€x Eﬁwk(())
o + €k ok

g = — , (7.149)

so that

8 A good insight into this problem was made by Abrahams and Woo [42].
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_ T Yk EZU (). (7.150)
mi k (a + Ek)% B AL ’

We will focus our attention to the most interesting case of “dirty” superconductors.
Considering first the case of bulk samples, one can write

d’k
caL(3D) =/WUAL(k)- (7.151)

Using the values for o and 7 [see (7.139), (7.132), and (3.37)], we arrive at
oaL (k) = 2me*&*k? cos? 0 /[le| + (€k)*1P, (7.152)

where ¢ = (7D /8T.)!/?, h = 1, and 6 is the angle between the vectors k and E. For
the bulk sample we obtain

k2dk ) i
o4L(3D) = / dcosd f —oar(k) = (€2/326) |e| (7.153)
0

in accordance with [41, 43]. For thin films the result is completely independent of
the material parameters

D) = 1/ a2k o - 1/W 49 [ di2 “©
AL =T ] @2t T ), 27 ) an 04t

= (¢*/16L) |e|™" (7.154)

and is determined only by the value of the film’s thickness and the closeness to the crit-
ical temperature.” We should note here the accord between (7.144) and (7.145), and
(7.153) and (7.154), respectively. It is interesting to mention that in the 2-dimensional
case, a consideration [35] based on (7.136) and (7.137) provides the same numerical
coefficient as the proper diagrammatic treatment! [38].

7.3.4 Maki-Thompson Mechanism

In the preceding consideration of the mechanism of paraconductivity we referred to
the superfluid component of the current (7.147), which resulted in a term, proportional
to E.

9We refer to the following values of integrals
0]
/ dxx*(1 4+ x%) 73 = (37/16) and / dxx(14+x)73 =1/2,
0

arising at the calculation of (7.153) and (7.154).
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Meanwhile, [44], an expression of the same type follows directly from the inter-
ference term in the nonequilibrium current (7.112). Indeed, one can rewrite (7.112)
in the fluctuational limit |A| < y as

A A
2T VIAP 472 VIAPR + 72
’EEU,,S; AR (7.155)
Y

The physical meaning of this term is, as was discussed in Sect. 7.2, in the interference
between normal and superfluid motions of the electrons. As a result of the interfer-
ence, the normal motion described by the relation j, = o0, E, acquires an addition
[cf. (7.142)]:

Umt)—Eo—ngTﬂ(lAl)-E(anST)Xk: o (7.156)

In accordance with Sect. 7.2, the parameter v, which smears out the BCS-singularity
in the single-particle density of states, should be taken as the maximum of possible
depairing factors related to 1/27., Dk?/2, 75!, etc. Taking v ~ Dk2/2 (cf. [4]), and
using (7.134) for the case of “dirty” superconductors, we arrive at

2
(.iint)ZE( o )Z“W"'). (7.157)
k

DN Timp k2

Substituting (7.137) into (7.157), one can confirm that the resulting expression has
exactly the same form'”

2

Ly _pem 1
(im) = E— Xk: [e + (Ek)2Tk?’ (7.158)

as was used by Thompson [41]. It was pointed out in [44] that this leads to the Maki-
Thompson conductivity oyt. Moving from (7.158) to integration over all values of
k (as was done in [41]), we will get for the bulk sample:

ot (3D) = (€*/86) |11, (7.159)

which means that in this case!!

10Ty make the comparison easier one should replace in the expression (19) of Thompson [41] the
derivative of digamma function by its numerical value: ' (1/2) = 72/2.

UTn view of the footnote (Sect.7.3.2) the values of oy should be twice smaller than given below
for both 3D and 2D cases.
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o8 (3D) = 409 (3D). (7.160)

For the samples of lower dimensionality, the value of aﬁ}‘y, which follows from

(7.158), is divergent: for thin films one should deal with expressions of the type

(D) = 6_2/00 dk (7.161)
OMT o 4L k(—0) k[(T - Tc)/Tc + (fk)z] ’ '

which demands a low-momentum cutoff k.,;, = ko. In view of this factor, one can
obtain [41]: ‘ '
ont 2D) = 209> 2D) In{l€ 2 [e] + kol/ ko). (7.162)

Generally, the cutoff may be caused by internal or external pair-breaking, owing
for example, to inelastic energy relaxation (Dk*/2 — 7= 1), or the influence of the
magnetic field [Dk2/2 — (4eDH/c)(n+1/2), n =0, £1, £2,...]. In the case of
small cutoff (£2k3 < |T — T.| / T.), the value of (7.161) may exceed (7.153) by an
order of magnitude. In the opposite limit of strong pair breaking (or very close to
1), oy tends to zero, as follows from (7.160). One might expect such behavior
since in the gapless regime the interference current components disappear in the
general TDGL description. It is important to note that the regularization procedure
for the case of restricted dimensionality is not trivial, even in absence of external
pair breaking: Keller and Korenman [45] and Patton [46] came to the conclusion
that the dominant contribution to this cutoff mechanism comes from the nonlinear
self-influence of the fluctuations of the pair-field. The related scattering of electrons
is more effective here, than the inelastic single-particle scattering. Later the corre-
sponding process got an analog in localization theory [47], from where the electron
phase-relaxation time 7, (so that k} = 7/8£727.7,) migrated into this area. We will
not consider this problem in more detail, nor different limiting cases for more com-
plicated physical situations (see, in particular [48—82]). Instead, we refer the reader
to the very interesting discussion presented by Reizer [83].

7.4 Longitudinal Electric Field in Superconductors

The appearance of new physical quantity p introduces a new characteristic length
into the theory of nonequilibrium superconductivity. Recall that in Chap. 3, in dis-
cussing the static description of superconductors, two characteristic lengths were
mentioned—the penetration length of the magnetic field A\, and the coherence length
&(T), which characterizes the spatial variation of the order parameter modulus. A new
characteristic value related to the presence of 1 determines the penetration length of
the longitudinal electric field E in a nonequilibrium superconductor. We emphasize
that the field E is not incorporated in the equilibrium theory, so such a feature does
not arise there.
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7.4.1 Tinkham-Clark Gauge-Invariant Potential

As was shown in Sect. 5.3, the Fourier-transform of the charge density in supercon-
ductors has the form'? (here e = 1):

1 ° de d§2p
po(k) = —N(0) [2%(1() + —Tr/ == 9= (P, k)] . (7.163)
2 oo 4T 4T

Using (5.99), (5.77), (5.79), and (5.80), one can establish that in superconductors the
charge density (7.163) must have the form

1 [ —
P=—2N(0){<P+Z/ dE[N1(f1+f2)+N1(f1—f2)]} (7.164)

which is explicitly gauge-invariant. [Note that in [2-6] less general expression for
p is given; it can be obtained from (7.164) if Ny = —N, which is not fulfilled at
i # 0]. We recall now the gauge-invariant potential p:

0
H=9+ s, (7.165)

where 6 is the phase of the complex order parameter
A = |Alexp(i0). (7.166)

In case of the gauge transformation (3.118), 6 transforms as 8 — 6 + x. The con-
dition of the superconductor’s charge neutrality, p = 0, taking into account (7.164),
provides the relation (in the first order in |A|/€f):

1 [ _
‘P:‘zf de [Ni(fi + f) + Ni(fi = f)]. (7.167)

Writing (7.167) in the # = 0, using the relation (7.165) and iterating over ¢, one
finds in the first approximation

o= /OO (n. —n_.) de. (7.168)
|A]

This is a familiar expression for the experimentally observed potential y, intro-
duced by Tinkham [84]. This formula, as is clear from the derivation above, is only

12To avoid misunderstanding we emphasize the difference between notations for the Fourier com-
ponent of the charge density p,, (k) and the function p(wy) related to the photon density of states.
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the first approximation to more general equations of the theory.!> At the same time,
treating (—9/2) in the expression (7.165) as the chemical potential of the paired
electrons and referring to ¢ as the chemical potential of normal electrons, one can
interpret u, in general, as the difference between the potentials of the normal and
superfluid components of the electron liquid.

7.4.2 Normal Metal-Superconductor Interface

As in the cases of lengths \; and £(T), we turn to the Ginzburg—Landau equations
(generalized for nonstationary problems), and study the process of current flow across
the boundary between the superconductor and a normal metal (this problem was
considered by Rieger et al. [86]).

We will consider first the case of a gapless superconductor. The equation for an
order parameter in this case has the form (see Sect.4.3):

0 A2
— 127 (— + 2@) A+E(THVA + (1 — %) A=0, (7.169)
ot Ap
where
0= QrAD,  AF=27%(T? - T?). (7.170)

Let the superconductor occupy the region x > 0, and the normal metal x < 0
(Fig.7.3). The equation for |A| in the stationary case of interest coincides with the
static Ginzburg—Landau equation:

2
(1) ———= l (x)l +1ACx )I( | X;)l ):0. (7.171)
0

Its solution, obeying the boundary condition |A(x = 0)| = 0, is the function

|A(x)| = A, tanh ﬁ (7.172)

where Ay, is the value of the order parameter modulus |A(x)| at x = co. The imag-
inary part of (7.169) coincides with the continuity equation, which has the form

IA()C)I2 3Jn

=T ) —EXT ) (7.173)

120p
0

13Using the substitution & = /€2 — | A|?signe, the expression (7.168) may be presented in a form
nw= fooc dé(ng — n_¢)&/e. Because the value of §/e is commonly identified with the excitation’s
charge in superconductors (see Sect.3.1), usually the gauge-invariant potential is related to the
charge-imbalance [85].
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Fig. 7.3 Appearance of an S
electric field in the
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in the gauge 6 = 0 [in this gauge, according to (7.165), i = ¢]. In deriving (7.173),
the expression for total current density in a superconductor was used:

J=Jn+Js (7.174)

subject to (4.121):

__ o (04 04 (7.175)

 diery A} Ox ox )’ '
Using the relation (4.121) for j,:

8@ ou
i, =0, E = — 7.176
/ ’ 8x - 0x ( )

and the dependence (7.172) for |A(x)|, one finds at x > O the equation for the
potential p:

2
12 tanh? ( ) o= gz(T)%. (7.177)
X

x
§THV2

We will not seek the explicit solutions of the equation (7.177).'* The form of this
equation itself shows that the potential 1 and the related electric field E descend at
a distance an order of £(E). Hence the characteristic length of electric field descend
(usually denoted as /) for gapless superconductors is of the order

e~ &§(T). (7.178)

14The exact solution is given via the hypergeometric function [87].
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7.4.3 New Characteristic Length in Superconductors

We will estimate now /g for finite gap superconductors. To tackle this problem, we
have to use the set of dynamic Ginzburg-Landau type equations for pure supercon-
ductors, which are derived in Sect.7.1. Separating in (7.44) the real and imaginary
parts in analogy with (7.171) and (7.173), one obtains:

7 204l T e o2
ST, 1+ Q27|A]) By +8n.D(V 09)A|
T.—T (A2 + 242 _
x[—ji———7g6)—7i;i3;—-|A|_(L (7.179)
2|Af? . )
1 — Ddiv(]APQ) = 0. (7.180)

JI+ QrlA)?

We emphasize that in the present case the continuity equation
divj+p=0 (7.181)

and (7.180) are independent. Also, using the expressions (7.109)—(7.112) for the cur-
rent j, and considering the stationary case, when 9| A|/0t = 0, one finds an equation
for the potential y in the form'>

2142 AT 9y

Jiteniay  wox?

Because we are interested in the case of finite-gap superconductors, we can put
in (7.182)

=0. (7.182)

T| Al > 1. (7.183)

[Recall, that 7! in (7.182) is the energy damping of single-electron excitations,
which in the case of interest must be significantly less than the gap | A| in the electron
energy spectrum.] Thus (7.182) may be presented in the form

*u

12 oz =M (7.184)

I, = |pr 2T (7.185)
= Te—. .
E C7T|A|

15We neglect here the contribution provided by the interference current, since the parameter |A|/T
is considered very small.

where
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Hence, the penetration depth of an electric field into the superconductor /g in vicinity
of T, exceeds the length of the energy relaxation of electron excitations,

Ip>> 1. <E \/1)75) , (7.186)

which in its turn may be substantially larger than £(7') and ), (Fig.7.3).'°

Because (7.185) contains |A(T)| in the denominator, [ — oo at T — T, and
hence the electric field penetrates further and further into the bulk superconductor.
Thus a natural transition from a superconducting to a normal state occurs at T = 7.

Concluding this section, we would like to emphasize that in accordance with
definition (7.165), which is the basic one for the value p, both the single-particle
electron excitations and the Cooper condensate contribute to the creation of the
electric field in superconductors. It would be wrong to state that the potential p
arises as a consequence of the branch population imbalance only, as would follow
from (7.168). This expression was derived in a fixed gauge and is a consequence
of the assumptions made in Sect.7.4. Note also, that in thermodynamic equilibrium
1 = 0: this value corresponds to the absolute minimum of the free energy.

7.4.4 Carlson-Goldman Modes

The existence of weakly decaying collective excitations in superconductors came
under discussion immediately after the appearance of the BCS microscopic theory.
In particular, the weakly damping oscillations of the order parameter, which have a
sound-like spectrum in a neutral Fermi-liquid, were discussed by Bogoljubov (see,
e.g.,[88]) and Anderson [89, 90]. Later it was realized that these oscillations are con-
nected with the vibrations of electron density. So it became necessary to account for
the Coulomb interaction. The Coulomb interaction shifts these oscillations into the
range of plasma frequency. Consequently, the specific superconducting characteris-
tics can not be important to these oscillations, because the scale of superconducting
energies is much less than the plasma one.

In the two-fluid hydrodynamics of superfluid helium, certain kinds of weakly
damping collective excitations are known [91]. Among them the first, second and
fourth sounds represent three-dimensional oscillations with sound-like spectra.

In superfluid helium, the first sound is connected with the density oscillations of
normal and superfluid components. In the charged superfluid system, the frequency
of these oscillations, alongside with the Bogoljubov-Anderson modes, would be dis-
placed toward the plasma frequency region. The same occurs with the fourth sound,
which is connected with the oscillations of the superfluid component. The second
sound represents the oscillations of temperature (entropy), not the density oscilla-
tions of the electron liquid and, in principle, might be detected in superconductors.

16For example, in aluminum 7. ~ 108 s and thus in a pure metal [z ~ 1 mm.
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However, as the investigations of Ginzburg [92] and Bardeen [93] have shown, the
damping of the second sound is very large in practically any real experimental con-
ditions.

The appearance of the potential i (and of the related electric field) in super-
conductors brings into existence a new type of a sound mode that has no anal-
ogy in superfluid helium. Such collective oscillations, reported first by Carlson and
Goldman [94], reveal themselves in the high-frequency range

w>» 7 h (7.187)

During such oscillations the total current density equals zero, i.e., the normal and
superconducting currents are oppositely directed. The zero value of the total current
and hence of the magnetic field, makes it possible for these oscillations to exist in
the depth of a superconductor, because there are now no restrictions related to the
Meissner effect. With the Carlson-Goldman oscillations, the longitudinal electric

field 5
E=-Vu+ —Q (7.188)
ot

appears in the superconductor, although the value of E is small: £ <« |V u|—this
ensures the weak damping of oscillations.

7.4.5 Dispersion of Charge-Imbalance Mode

A simple description of the Carlson-Goldman oscillating mode, which is based on
the generalized dynamic equation (7.180), was introduced by Schmid [9] and Schén
[95]. We will reproduce this approach in some detail. In the limit of finite-gap super-
conductors, (7.180) takes the form

1 1
— —u+delv(|A|2Q) = 0. (7.189)

The dynamic equation (7.189) was obtained on the assumption of small characteristic
frequencies
wr L 1. (7.190)

In the opposite to (7.190) limit, it may be rewritten as

a“+ﬁ0d v(|A2Q) = 0. (7.191)

As before, we assume the condition w < |A|, which was used in deriving of (7.189).
Taking into account expressions (7.111) for j, and (7.112) for j,, and also the above-
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mentioned relation
Js +in =0, (7.192)

we find from (7.191) a dispersion equation [9, 95] for the Carlson-Goldman mode

1
w, = —=iT £ /a’q> — T'?/4, (7.193)

T2

which corresponds to propagation of the wave exp [—i (wqgt — qx)] with the velocity
a and the damping I":

N, 4T v N, 1
A e Al (7.194)
N ’/T|A| 3 N Timp

We note that the velocity of propagation of the Carlson-Goldman mode is greater
than the velocity of the second sound by the factor (47 /7| A|)!/2.

Concluding Remark Collective modes in superconductors described above
are relatively high-frequency phenomena. To describe phenomena in this range
of frequencies, one should go beyond the limits of TDGL equations. How-
ever, in their range of applicability, TDGL equations are fully adequate for
describing a great variety of phenomena taking place in superconductors. Two
examples, Maki-Thompson and Aslamazov-Larkin mechanisms considered in
Section “Paraconductivity” demonstrate the equivalence of TDGL approach
with first-principle calculations based on Green’s functions technique. In gen-
eral, combination of TDGL with COMSOL promises numerous results of
modeling of real practical tasks, and elucidates the essence of ongoing physi-
cal processes.
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