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Preface 

This book presents the two central concepts of quantum mechanics in 
such a way that non-technical readers will learn how to work simple ycl 
meaningful proble1ns, as well as grasp the conceptuttl bizarreness of the 

quanta! world. Those two central concepts arc: (1) The outcome of an 
exp eriment cannot, in general. be predicted exactly; only the probabililies 
of the various outcomes can be found. (2) These probabilities arise through 
the interference or amplitudes. 

The book is based on a sh on cou rsc (only fourteen lectures) that I have 
presented to general-audience students at Oberlin College since 1989. and 
thus it i s suitable for use as a course textbook. But it is also suitable 
for individual reauers looking for intcllcc�ual adventure. The technical 
background needed to understand Lhc book is limited to high school 
algebra and geometry. More importanl p rerequisites arc an open n1ind. a 
willingness to question your ingrained notions, and a spirit of exploration. 
Like any adventure, reading this book is not easy. But you will find it 
rewarding as well as challengil1g, an d at the end you will possess a genuine 
understanding of the subject rather than a superficial gloss. 

How can one present a techn ical subject li ke quantum mechanics to 
a non-technical audience: There are several possibilities. One is lo 
emphasize the history of the subject and ancc.dotes about the founders 
of the field. Another is to describe the cultural cliniatc, social pressures, 
and typical working conditions of a quantun1 physicist today. A third 
is to describe useful inventions, such as the laser and the transistor, that 
work lhrough the action of quantum mechanics. A tourth is to outline in 
general terms the mathematical machinery used by physicists in solving 
quantum mechanical problems. 

I tind all four of these approaches unsali slf actory because they emphasize 
quantu m physicists rather than quantum physics. This book uses instead 
a fifth approach, which emphasizes how nature behaves rather thau how 

XI 



XII Preface 

humans behave. Humans have certainly been very clever in discovering 
and using quantum mec hanic::;, and I am proud of our species for its 
activities in this regard. But in tills book (except for the appendices) the 
focus rests squarely on nature and nol on how we study nature. 

In order to solve problems in quantum mechanics, the professional 
physicist has erected a gigantic and undoubtedly elegant mathematical 
edifice. This edifice is necessary tor finding the answers to specific prob
lems (which is, arter all. \-vhat physicists are paid Lo do), but it often 

conceals rather than reveals the underlying physical principles o f  quan
tum mechanics. Physicists, in f�tct, arc oflen clumsy in their use and 
understanding of quantum mechanics's central concepts; they are pro
tected from them by a screen of mathematics. (The very name "qualltum 
mechanics" mcmorialii'es an aspect of atomic physics that is not central 
to quantum mechanics and that appears in the classical world as wcJI.) 
This hook aims to strip away the machinery of the edifice and bare the 
raw ideas in their naked form. 

/\u analogy helps to explain this aim. The professional automobi le 

mecbanjc must be familiar \.vtth crankshafts and camshafts, pistons and 
plugs, transmissions and timi ng. His familiarity enables him to repair cars 
and earn his salary. Yet these practical and interesting devices are irrel
evant to the ccntraJ concept of how a car works which is simply that 

hot air cxpands1 whence heat from burning gasoline can be converted into 
motion. Many excellent mechanics are in fact unfamiliar with this central 
concept. A book on the fundamental workings of automobiles would dis
cuss heat and motion. but would not tell you how to give your car a runc
up. You should expect analogous discussions here: no more and no Less. 

A hove I have dcscri hed the direct goals of this book. Two other goals arc 
indirect yet just as important. First. I aim to describe scientific thought -
its character. its strengths. its limitations - and to inspire an appreciation 
for the elegance, economy, and beauty of scientific explanations. Second. 
I hope to demonstrate the importance and power or reason as a tool for 
solving problems and probing the unknown. The popular press is fond of 
misstatements like "the belief in an objective reality. accessible lo reason, 
. . . suffered a death blow with the advent of modern physics''.* The 
truth is that quanrum mechanics is unfamiliar, non-common-sensical, and 
weird. hut it is perfectly logical and rational. Indeed, in the bizarre world 
of quantum mechanics, it is logic, and not common sense, that is the only 
sure guiding light. In today's cultural atmosphere where in-your-face 
power 11lay has largely displaced rational debate in the arena of public 

discourse this point cannot b� overemphasized . 

• Sources for direct quotations arc ga lhcr .. -J Ill arpendix c OJI page 138. 



Preface Xllt 

This book describes quantum mechanics as most physicists understand 
it today. All scientific knowledge is tentative and the pillars of qua ntum 
mechanics a re no exception. ln addition, the experiments and principles 
described here are all subject to interpretation. l present the standard 
interprelation, which is n ot the only one. (I gi vc only fleeting mention to 
a lternative interpretations and formulations not because they are incorrect 
or unin1portant, but bec.ausc one must have a firm grasp on the standard 
interpretation before moving on to the alternatives.) 

Technical aside: Sometimes it is useful to make a point that 
is rather technical and that is not essential for deve]oping 
the book's argument. Such technical asides arc labelled and 
indented, like thfa :mmplc. 

Producing a complcteJy honest yet non-technical account of quantum 
1nechanics is an audacious enterprise, and while developing this tre<ltmenl 
I have reached out for help from many people. I need to thank first 
the 985 Oberlin College students who have, since 1989, taken the course 
which led to this book. Their queslions, objections, doubts. excitement. 
enthusiasm.. and triumphs have inspired many changes - improvements, 
I hope in the content and presentation given here, as well as in my 
own understanding of quantum mechanics. In the spring of 1996 I served 
as associate instructor for the computer conference course "Demystilying 
Quantum Mechanics''. developed and taught by Edwin F. Taylor. Working 
with Professor Taylor and t he fifteen intrepid students in that class (mostly 
high school teachers scattered across the nation) \.Vas a pleasure that 
further refined my understanding and this book's presentation. 

T received helpful direct comments on this treatment from many of the 
student� mentioned above. and from Gary E. Bowman. Amy Bug. Peter 
Collings, Rufus Neal, Dan Sulke, Edwin F. Taylor. and four anonymous 
reviewers. This is not to say that all of these readers approve of everything 
I say here - indeed. J know that some of them disagree with me on 
imporlant points but l appreciate the contribution that each one of 
them has made to this work. The illustrations were skillfully drawn by 
Byron Foute;. 

The devel opment of lhc course which led to this book was supporle<l 
by a grant from the Sloan Foundalion. This acknowledgement may 
sound like the bland gratitud e of someone merely content to receive 
Sloan's money, but it i� not. The encouragement or the foundation, 
and in particular of program officer Samuel Goldberg, led me to delve 
deeply into quantum mechanics as a sen or physical ideas rather than 
as an elaborate and somewhat mystical :algorithm for solving problems 
in atomic physics. I have learned much in preparing this account, and 



XIV Preface 

I thank the Sloan Foundation for suggesting that someone other than 
myself would be interested in what I learned. 

I invite you to join the cornmunit.Y that has developed this approach �nd 
lhis book. If you have access lo the Internet you can send me computer 
mail at address 

Oan.Stycr@!oberlin.edu 

and you will find a World \Vide Web page devoted to this book at 

http://www.oberlin.edu/physics/dstycr/StrangcQM/ 

Comments on paper are just as welcome, and should be addressed to 

Dan Styer 
Physics Departme n l 
Oberlin College 
Oberlin, Ohio 44074 1088 USA 

I offer you my welcome and my best wishes. Enjoy! 



1 
Introduction 

1.1 Capsule hiscory of qua10tum mechanics 

Starting in the seventeenth century, and continuing to the present day, 
physicists developed a body of ideas that descrihe much about the world 
around us: the motion of a cannonball, 1hc orb it of a planet, the working 
of an engine. the crack of a baseball bat This body of ideas is called 
rlassical mechanics. 

In 1905, Albert Einstei n realized that these ideas didn't apply to objects 
moving al high speeds (that is, al speeds near the speed of li ght) and 
he developed an alternative body of ideas called relativistic med1anic:s. 
Classica1 mechanics is wrong in principle. !but it is u good approximation 
to rcla1ivis1ic n1echanics when applied to objects moving at low speeds. 

At about the same time, several experiments led physicists Lo realize 
that the classical ideas also didn't apply to very small objects, such as 
atoms. Over the period 1900 1927 a number of physicists (Planck, Bohr, 
Einstein, Heisenherg, de Broglie, Schrooingcr. and others) developed an 
alternative quanwm meclumics. Classical mechanics is wrong in principle, 
but it is a good approximation to quantum mechanics when applied to 
large objects. 

1.2 What is the nature of quantum mechanics? 

I'm not goin g to spend any lime on the hi-;tory of quantum mechanics, 
which is convoluted and fascina.tin2. Instead. I wiJI focus on the ideas �· 
developed at the 1cnd. What sort of ide-as required twenty-eight years of 
development from this slc1lar group of scientists? 

J::instcin·s theory or relativity is often (and correctly} described as strange 
and counterintuitive. Yet, according lo a. widely used graduate level text, 

1 



2 1 Introduction 

[the theory of relativity] is a modification of the structure of 
mechanics which must not be confused with the far more violent 
recasting required by quantum theory. 

Murray Gell-Mann, probably the most prominent living practitioner of 
the field, said of quantum mechanics that 

Nobody feels perfectly comfortable with it. 

And the inimitable Richard Feynman, who developed many of the ideas 
that will be expounded in this book, remarked that 

I can safely say that nobody understands quantum mechanics. 

One strange aspect of quantum mechanics concerns predictability. Clas
sical mechanics is deterministic - that is, if you know exactly the situation 
as it is now, then you can predict exactly what it will be at any moment 
in the future. Chance plays no role in classical mechanics. Of course, it 
might happen that the prediction is very difficult to perform, or it might 
happen that i t  is very difficult to find exactly the current situation, so such 
a prediction might not be a practical possibility. (This is the case when 
you flip a coin.) But in principle any such barriers can be surmounted 
by sufficient work and care. Relativistic mechanjcs is also deterministic. 
In contrast, quantum mechanics is probabilistic - that is, even in the 
presence of exact knowledge of the current situation. it is impossible to 
predict its future exactly, regardless of how much work and care one 
invests in such a prediction. 

Even stranger, however, is quantum mechanical interference. I cannot 
describe this phenomenon in a single paragraph - that is a major job of 

.. 
this entire book - but I can give an example. Suppose a box is divided 
in half by a barrier with a hole drilled through it, and suppose an atom 
moves from point P in one half of the box to point Q in the other half. 
Now suppose a second hole is drilled through the barrier and then the 
experiment is repeated. The second hole increases the number of possible 
ways to move from P to Q, so it is natural to guess that its presence will 
increase the probability of making this move. But in fact - and in accord 
with the predictions of quantum mechanics - a second hole drilled at 
cer tain locations wiJI decrease th at probability. 

The fact that quantum mechanics is strange does not mean that quantum 
n1echanics is unsuccessful. On the contrary, quantum mechanics is the most 
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1.4 The rule of mathematics in quantum mechanics 3 

successful theory that humanity has ever developed ; the brightest jewel in 
our intellectual crown. Quantum mechanics underlies our understanding 
of atoms, molecules, solids, and nuclei. It is vital for explaining aspects 
of stellar evolution, chemical reactions, and the interaction of light with 
matter. It underlies the operation of lasers, transistors, magnets, and su
perconductors. l could cite reams of evidence backing up these assertions, 
but I wi11 content myself by describing a single measurement. One electron 
will be stripped away from a heli um atom that is exposed to ultraviolet 
light below a certain wavelength. This threshold wavelength can be deter
mined experimenta11y to very high accuracy : it is 50.425 929 9 +0.0000004 

nanometers. The threshold wavelength can a.lso be calculated from quan
tum mechanics : this prediction is 50.425 9310 + 0.000 002 0 nanometers. 

The agreement between observation and quantum mechanics is extraordi
nary. If you were to predict the distance from New York ro Los Angeles 
with this accuracy, your prediction would be correct to within the wild th of 
your hand. In contrast, classical mechanics predicts that any wavelength 
of light will strip away an electron, that is, that there will be no threshold 
at all. 

1.3 How small is smaJJ? 

I said above that the results predicted by quantum mechanics differed 
from the results predicted by classical mechanics only when these ideas 
were applied to ·•very small objects, such as atoms". How small is an 
atom? Cells are small : a typical adult contains ahout 60 trillion cells. But 
atoms arc far smaller : a typical cell c'i)ntains about 120 trillion atoms. 
An atom is twice as small, relative to a cell, as a cell is small, relative 
Lo a person. In th is book, when I say "small" I mean "very small". 
You've never handled objects this small; I've never handled objects this 
small; none of your friends has ever handled objects this small. They 

arc completely outside the domain of our common experience. As you 
read this book, you will find that quantum mechanics is contrary lo 
common sense. There is nothing wrong with this. Common sense applies 
to commonly encountered situations, and we do not commonly encounter 
the atomic world. 

1.4 The role of mathematics in quantum mechlloics 

One frequently hears statements to the effect that the ideas of quantum 
mechanics are highly mathematical and can only be understood through 
the use of complex mathematics (partial differential equations, Fourier 
transfo1ms,. eigenf unclion expansions, etc.}. 



4 1 Introduction 

One can popularize the quantum theory [only] at the price 
of gross oversimplification and distortion, ending up with an 
uneasy compromise hclwccn what the facts dictate and what it 
is possible to convey in ordinary language. 

It is certainly true that the professional physicist needs a vast mathe
matical apparatus in order to solve efficiently the problems of quantum 
mechanics. (For example, the calculation of the helium stripping thresh
old wavelength described above w.as a mathematical tour de force.) But 
this is not, I believe: because quantum mechanics itself is fundamentally 
difficult or mathematical. I believe instead that the root rules of quantum 
mechanics arc in fact qu1tc simplc. (They are unfamiliar and unexpected, 
bul nevertheless simple.) When these rules are applied to particular situ
ations, they arc used over and over again and therefore the applicaiions 
are complicated. An analogy helps explain this distinction. The n1les of 
chess are very simple: they can be written on a single page of paper. But 
when thcs,c rules arc applied to particular situations they are used over 
and over again and result in a complicated game: the applications of the 
chess rules till a library. 

Indeed, can any fundamental theory be high ly mathematical? Electrons 
know how to obey quantum mechanics, and electrons can neither add nor 
subtract, much less solve partial differential equations! If something as 
simple- minded as an electron can understand quantum mechanics, then 
certainly something as wonderfully complex as the reader of this book 
can understand it too. 

--- · · 
• �oc everyone agrees with me. 



2 
Classical Magnetic Needles 

How shall we approach the principles of quantum mechanics? One way is 
simply to w1;te them down. Tn  fact I have already done that (in the first 
paragraph of the Preface), but to do so I had to use words and concepts 
that you don't yet understand. To develop the necessary understanding I 

will use a particular physical system as a vehicle to propel our exploration 
of quantum mechanics. Which system'! An obvious choice is the motion 
of a tossed ball. Unfortunately this system, while simple and familiar in 
classical mechanics, is a complicated one i n  quantum mechanics. We will 
eventually get to �he quantum mechanics of a tossed ball {in chapter 14, 
""Quantum mechanics of a bouncing ball", page 103), but as the vehkJe for 
developing quantum mechanics I will instead use a system that is silnple 
i n  quantum mechanics but that is, unfortunately, less familiar in daily 
life. That systc1n i s  the magnetic needle in a magnetic field. This chapter 
describes the classical motion of a magnetic needle so that we will be able 
to see how its classical and quantal behaviors differ. 

2.1 Magnetic needle in a magnetic field 

A magnetic needle - like the one found in any woodsman's compass -
has a "north pole'' and a ''south pole'·. I will symbolize the magnetic 
needle by an arrow pointing from its south pole to its north pole. When 
a magnetic needle is placed in a magnetic field - such as the magnetic 
field of the earth� or that produced by a horseshoe magnet - then the 
magnetic field acts to push the north pole in the direction of the field, 
anti to push the south pole in the direction opposite the field. (It is not 
important for you to understand in detail how this effect works or even 
what the phrases "north pole" and "magnetic field" mean. Remember 
that this chapter rnerc1y builds a classical scaffolding that will be discarded 
once the correct quantal structure is built.) These two pushes together 

5 



6 2 Classical ,\.f agnetic Needles 

twist the needle towards an orientation in which the associated arrow 
points in the same direction as the field. If the needle starts out pointing 
parallel lo the magnetic field, then it keeps on pointing LD that direction. 
I f  the needle starts out not pointing paraUcl to the magnetic field, then 
it oscillates back and forth about this preferred direction. (If friction 
is present, then these oscillatiorns will eventually die out and the needle 
will point precisely parallel to the field. If there is no friction then lhe 
oscillations will continue forever. In atomic systems there is no friction.) 

maonclic c-
field � 

Tf the magnetic field bas the same strength at all points in the vicinity 
of the needle, that is, if the field is uniform, then the upward force acting 
on the north pole o[ the needl� is exactly cancelled by the downward 
force acting on the south pole and there is no net force on the needle. So 
in a uniform field there is an in1petus for the necdJc to oscillate. but no 
impetus for it to move up or down, or Left or right. 

force on t north pole 

® 
®/ forcc on south pole 
.J. 

2.2 l\if agnetic effects on electric current 

A loop of wire carrying electric current behaves in many ways like a 
compass needle. The associated magnetic arrow· points perpendicular to 
the current loop, so if the current loop is placed in a magnetic field, the 

• rlris i1-.soaarcd arrow is purely abslrac.t - 1berc·s nothing actually located there. 



2.3 lvfagnetic needle in a non-uniform magnetic field 7 

arrow "wants" to point paral1cl to the ftdd. But the current loop's arrow 

isn't exactly like a compass needle's arrow, because the current loop arrow 
precesses rather than oscillates in a n1agnetic field. "Precession" means 
that the tip or the symbolic arrow moves around a circle while its base 
is fixed. Thus a precessing arrow traces out tbe figure of a cone . You 

can make your index finger precess by holding it up in the air and then 
twisting its tip around in a circle while keeping your hand fixed. 

1 wish I could describe for you an exjperiment that you could do to 
prove this fact to yourself Unfortunately, tbis cannot be done with ihe 
equipment available in the typical home. It  is, however, quite easy to do 
a parallel home exper.Unent with an analogous system. A top rotating 
in a gravitational field happens to behave very much like a current loop 
in a magnetic field. (The rotating body of the top is analogous to the 
moving electric clharge the current - in the loop. The axle <)f the l() J} 
is analogous to the magnetic arrow.) I urge you to spin a top, put it on 
the floor, tip the rotation axis away from the vertical, and then wa.tch the 
top precess. 

2.3 l\1agnetic needle in a non-uniform magnetic field 

We have seen tl1at a magnetic needle in a uniform magnetic field feels 
zero net magncbc force, because the upward force on the north pole is 
cancelled by the downward force on the south pole. But if a magnetic 
needle is placed in a non-uniform magnetti.c field, then there can be a net 
force on the needle. 



8 1 Classical l\lfagne1i.c Needles 

The figure below shows a magnetic tield which is stronger at the top 
of the figure than at the bottom of the figure. For the horizontal needle, 
both the north and south poles arc at the same height and experience 
the same magnetic field strength. so the two poles experience equal but 
opposite forces and the net rorce van ishes. Hut for the vertical needle. 
the north pole experiences a stronger magnetic field than does the south 
pole; so there is a larger upward force on the north pole and a smaller 
downward force on the south pole. As a result the two forces don't 
complcldy cancel - there remains a net upward force. The tilted needle 
is intcrn1ediate between these two situations. It experiences a net up
ward force, but that force is not as strong as the force on the vertical 
needle. 

horizontal needle vertical needle 

no nel force 

• i 

large net force 

tilted needle 

intermediate 
net force 

'I 
You can sec lhat the net force depends upon the angle between the 

arrow and the field. In fact, the force is proportional to a qua ntity beari ng 
the aw·kward name of ·'the projection of the nlagnetic arrow onto the 
direction of lhe magnetic field". This quantity is defined through a four
srnge process: ( 1 )  Draw a line to show the direction of Lhe magnetic field 
(in the illustration below. it tilts lo the left). (2) Draw in the magnetic 
arrow with its base on the field line. (3) Draw a line perpendicular to the 
field line through the base of the <trrow, and another through the Lip of 
the arrow (these are shown dashed). (4) The distance between these two 
lines is the desired ··projection''. 



2.4 Explanation -vs. description 

Examples of projections: 

projection 
lar�e � 

projection projection 
small zero 

projection 
11C"ali VC ;;:, 

9 

If an electric current loop is placed in a non-uniform rnagn<.;Lic field., its 
arrow will precess and at the same tilne the loop will move. During this 
precession the projection remains constant;< and hence the force remains 
constant. For example, suppose the field is stronger at the top than at the 
bottom (as in the figure on page 8) and suppose a stationary current loop 
with a small positive projection is placed into the field. Then the current 
loop will move upward, and as it moves it precesses in su<.:h a way that 
the impetus to move upward stays constant. Tf the initjaJ projcctjon is 
negative, then the current loop moves downward. 

2.4 Explanation vs. description 

Have I explained the motion of magncilic needles in magnetic fields? 
Have I explained the nature of a magnetic field? Not at all! [ have 

sin1ply described these phenomena. Sometimes a description in science 
can he explained through an appeal to more fundamental principles. For 
example, I have spoken about the north and south magnetjc poles of a 
compass needle. The poles of a compass needle can in fact be explained 
in terms of the motion of electrons within the needle's atoms. But in 
other cases the description is simply the most fundamental thing there is 
and cannot be "ex plained·' hy something else. What is a magnetic field? 
I have described it. in essence, as "that which makes a compass needle 
want to oscil1ate1�. There are more elaborate and rt1ote mathematical 
descriptions of magnetic field, but none are more fundamental. Science 
has no explanation for magnetic field, only a description of it. 

• Spin your top agai11 aml notice thllt a.o; the l<lf' prccc.�sc.� the Lip of the axle remain1' always 
the same di�tancc from the ftoor. The vertical distance from the Ooor (O the rip of the axle is 
the projection Of the nxle onto a 1'erlical line. i!f )OU Wllit (Oil!\ CllOUgb that fricliOD SJOWS the 
rtllalion of fhe lop, then this projection the height of the axle tip - will decrease. Rut if 
friction can he ignored. then the prnje<.1ion does nol chani::t.:.J 
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What does "explanation" mean, anyway? Suppose you ask me ;'Why 
did it rain yesterday?'' l might reply "Because a cold front moved in." 
Then you could ask "But why <lid a cold front move in?" I mighl say 
"Because the jct stream pushe.d it.·· You: "But why did the jet stream 
push it?'' Me: ·'Because the sun warmed Saskatchewan and so deflected 
the jet strean1.''t You : "But why docs sunlight warm objects?" And at 
this level I realJy can't answer your question. I know that sunlight carries 
energy (so do you), and science can describe this energy transport with 
exquisite accuracy. But science cannot explain th.is energy transport or tell 
why i t  happens. 

This story illusil:ratcs that "explanation'' means ·'exp lanati on in tem1s or 
somethi ng more fundamen tal". At some point any chain of questioning 
descends to the most fundamental ideas, and there it must stop. Currently, 
the most fundamental ideas in physics arc called "quantum electrodynam
ics" and ''quantum c.;hromodynamics'', two theories whit;h faJJ squarely 
within the framework of quantmn mechanics that I wi11 describe in this 

book. Probably there wilJ someday be even more fundamental ideas, so 
that ··why'' questions concerning quantum electrodynamics could be an
swered in terms of these new ideas. However, '·why" questions concerning 
these more fundan1cntal ideas will then be unanswerable� U ltima tcly, al 
the bottom of any descending chain of questions, science can only give 
descriptions (facts) and not explanations (reasons for those facts). 

2.5 Problems 

Above all things •ve must beware of \•iha1 I will call "inert ideas" 
·- - that is w say, ideas that are merely received into the mind 
without being utilized, or tested, or thrown into fresh combin.a
timis. 

- Alfred North Whitehead 

Reading books:, listening to lectures, watching movies, running computer 
simulations, performing experiments, participating in discussions . . . all 
these arc fine tools for learning quantum mechanics. But you will not 
really become familiar with the subject until you get it under you r skin 
by working problems. The problems in this book do not simply test your 
comprehension of the materi al you read in the text. They are instead 
an important component of the learning process, designed lo extend and 
solidify the concepts presented. Solving problems is a more active, and 

--- ··---
+ Any�me who has r<1ised a child is all too familiar with '.!>uch chain:; of questions. 

r 
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hence more e:lf ective, learning technique tihan reading text or listening to 
lectures. 

Some mighL contend 1hat problen1s have no place in a book in.tended 
for a general audience, because they are ''too hard". In fact the opposite 
is true: it is easier to learn by working prolblems than by reading words. If 
"working problems" seems too dry or too regimented for you, then think 
of it as ''solving puzzles" instead. 

If you write up solutions to these and subsequent problems (such as for 

a course assignment) be sure to explain your reasoning. Don't just write 
down the final numerical anS\·ver - your teacher already knows what. i t  
is! instead (s)he is inlercsted in seeing how you overcome the roadblock:; 
that get in your way as you progress th rough the problem. Appendix F 
(page 149) contain:s skeleton answers for some of lhe problems. (There 
are also three complete sample solutions on pages 28, 71, and 109.) Hy a 

''skeleton answer'', f mean only the "fina� numerical answer" mentioned 
above without any of the reasoning that leads to the answer. I do not 
present the reasoning because the benefits that accrue from active p1·oblem 
solving come only if you supply that reasoning yourself. The appendix 

will help you learn quantum mechanics if you work through the problem 
yourself and then use the skeleton answer to check your reasoning. If  you 
instead look up the answer before attempting the problem. the appendix 

will actually be an impediment to your learning. 
Many of the problems ask for short verbal answers. In all such cases, 

the answer can be written in four or fewer sentences. If you find yourself 
writing an extended essay, then you either misunderstood the question or 
don't know the answer. In neither case wfll your teacher be impressed by 

the mere bulk of your response. 

Technical aside: This book is intended for a general audience, 
but it is useful also for students of physics and chemistry who 
can perform calculations far more sophisticatctl than anything 
mentioned here, but who arc at a loss to explain what it is 
that they arc calculating. For such readers I have included a 
few problems that require a more technical background : these 
problems are clearly marked. Such problems are not harder than 
regular problems, they just require a background knowledge of 
physics ideas that general readers are unlikely to possess. 

2.1 Variously tilled needles. Consider the non-uniform magnetic field of 
Lhe figure on page 8. Describe Lhe net force acting upon a vertical 
magnelic needle that points downward. and a tilted magnetic needle 
that points do\.vnward and to the left. 

2.2 Projec1ions on a vertical axis. The figure below shows four magnetic 
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arrows, labeled � B, C, and D. AU four arrows have the san1e length. 
Rank them from highest value of the projection to the lowest. (Do 
nol ignore sign. For example, a large negative projection should 
rank below a small positive projection.) If two of the projections are 
equal, then say so. 

A B c D 

2.3 Project.ions iti geogruphy. The radius of the earth is 3960 miles. 
The Old Mission Point Lighthouse near Traverse City, Michigan, is 
localed at a latitude of 45°. Imagine an arrow extending from the 
center of the earth to the Old Mission Lighthouse. How long is the 
projection of this arrow onto the cartb·s rotation axis'! Hin t : Rec<1U 
a geometrical result about a 1 : 1 :  J2 right triangle. 

2.4 Projeccions on a non-vertical axis. Up to now we have empbasized 
projections onto a vertical axis. But our definition applies to any 
axis. In the figure below. find the projection of the short, thick arrow 
on Lhe long, thin axis. Give your answer in inches, with a + or -
sign. 

2.5 Different projeuions on different axes. Show that for any arrow, you 
can pick a n  axis such that the projection of the arrow on that axis 
is zero. How many such axes are there? 

2.6 1'he role of mmhematits in q11a11tum mechanic.<;. One of my students 
wrote "If you can't read music, then you can't write it, but that 
doesn't mean vou can't understand it." To what extent is this -
analogy appropriate to the use of mathematics in phy�ics'! 



3 
The Stern-Gerlach Experiment 

3.1 Measuring magnetic projections 

What does the previous chapter have to do with quantu m mechanics? 
I have said that the predictions of quantum mechanics arc significantly 
different rrom those of classical mechanics only when applie.d to very 
small objects. How could w e  make such a itiny compass needle ? In fact we 
don't need to make one. because nature itself supplies one. lt is natural to 
suppose that an atom acts like a tiny magnetic needle because its orbiting 
electron mimics a. current loop. 

lo 1922, physicists Ollo Stern and WaltJ1er Gerlach decided lo test this 
supposition by memmring the magnetic arrow associated with a silver 
atom. It is clear that they could not do this by watching an individual 
atom precess in a uniform magnetic field! Instead. they injected a moving 
silver atom into a non-unifom1 field and noticed how the resulting force 
pushed the atom around. The "Stern-Gerlach apparatus" sketched o n the 
next page thus measures the projection or an atom's magnetic arrow on 
the vertical a.xis. 

What results would you expect from lh�s cxpcrimcilt? Think about this 
for a moment before reading on. 

3.2 Classical expectations 

I don't know about you, but here is what I would expect : Once the atom 
�nters the non-uniform magnetic field, ills magnetic arrow precesses in 
such a way that its projcclion on the vertical axis remains constant. While 
this precession is taking place. there is also a force on the aton1, and the 
magn i tude of that force depends upon the value of the projection. If the 
atom has a large positive projection, it will experience a large upward 
force and move up sharply. If the atom has a sm all positive projection, 

1 3  
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atom 
injeclcc.l 

3 The Stern-Gerlach £xperiment 

,,.,,. 
,,, ,,. "' 

prnjccLion is: 
� positive large 

,,,� 

positi n! small 

' -------� zero 

...... ...... ...... 

nega1jv� small 

... ... ':l. ""'- nega1ivc large 

Fig. 3.1. A sketch of the Stern-Gerlach apparatus, with some justification for 
my classical expectations. 

it will experience a small upward force and move up moderately. If the 
projection happens to be zero, the atom will experience zero force and 
move strajgbt through. Simllarly for atoms wHh negative projections. 

Thus an atom that happened to enter the field with its arrow pointing 
straight up (''toward the north pole") would experience a large upward 
deflection. One that happened to enter with its arrow pointing straight 
down ( .. toward the south pole") would experience a large downward 
deflection. And one that happened to enter with a horizontal arrow 
{"toward the equator") would experience no denection. Atoms whose 
arrows bad intermediate tilts would experience intermediate deflections. 

Now. there is only one way for an arrow to point toward the north 
pole, and only one way for it to point toward the south pole, but there 
are lots of ways for it to point toward the equator.• There arc, in fact, a 
few ways to point toward the 10" north latitude line, more ways to point 
toward the 20° north latitude line, still more for the 30° line, and so on 
until a maximum is reached at the equator (the 90° line). I expect atoms to 
enter the apparatus with their magnetic arrows pointing every-v.•hich-way: 
some straight up, some straight down, most somewhere in between. Thus 
I expect a very small number of atoms to come out with the maximum 
upward deflection. a larger number to come out with moderate upward 
deflections, the largest number to con1e out with zero deflection� and sim-

· For cxanirlc. directly to the right. directly to the tell. dir�tly out of the page. halr:way between 
"\u lh.: right"' and ··our of the page"'. etc. 
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ilarly for downward deflections. ln short, my classical expectation is that 
the number of atoms leaving the apparatus with a given tleile<.:lion should 
depend upon the deficction in the manner sketched here. 

<lt:!flection 

0 

number of utoms leavi ng 
al Lhi s deflection 

(These expectations are for an ideal experiment. In any real experiment 
things go wrong - the magnetic field has small imperfections, the source 
of atoms is not perfectly pure, an atom hits a piece of dust while traveling 
through the apparatus - so l expect that for a real experiment the curve 
obtained will be somewhat broadened and stretched away from the results 
shown above.) 

3.3 Actual results 

Imagine how surprised Stern and Gerlach must have been when they 
obtained results that were nothing li ke the expectations described above. 
They found that no silver atoms al all went straight through the apparatus. 
Nor was there a gradual change in number of exiting atoms with deflection. 

In fact, they found thnl all of the atoms came out at just two di fferent 
deflections: one a certai11 amount up, the other the same amount down. 
The observed results for silver atoms arc summarized in the graph on 
the next page, where the width of the two humps is due entirely to 
ilnperfections in the apparatus. 

When atoms other than silver were put through a Stem-Gerlach appa
ratus. there were sometimes four or five narrow humps, sometimes even 
more, but never the broad curve of our classical expectations. Further
more, when the observed deflections were used to compute the values 
of the magnetic projections, then in all cases, from all diITerent kinds of 
atoms. the value of that projection turned out to be an integer times a cer
tain quantity called the "Bohr magncton'', m8 = 9.27 x to-24 joulc/tesla 
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defl ecti on ,, 

() 

number uf atoms ll!aving 
1:11 thi s dcflt:ction 

With silver, for example, the two measured values were +m8 and -mn. 
For nitrogen the four measured values were +3ms, +m8, -mR, and -3ms. 
For sul fur they were +4mB, +2m8, 0, -2m8, and -4m8. And so on for 
other atoms. 

Technical aside: What if we injected into the apparatus not 
atoms, but the needles of real live scout compasses? In this 
case the magnetic projection is huge <.1n an atomic scale - about 
0.1 jouJe/tesJa. Presumably the needles will only come out at 
discrete deflections corresponding to projections of ( integer) x 
m11, but instead of giving rise to four o r  five narrow humps, 
there will be about 1022 of them. There arc so many humps, and 
they are (on the scale of a scout compass) so dose together, 
that the individual humps cannot be distinguished. We find 
instead a washed out pallern very sirni1ar to thal of our classical 
expectations. The principle that when quantum mechanics is 
applied to big th1ngs it must give nearly the saine result as 
classical mechanics is called ·'the correspondence principle'' or 
"the classical limit of quantum mechanics''. 

3.4 Actual experiments 

I have described the Stern-Gerlach experiment in the simplest possible way 
so as to focus your attention on the f undamcntal parts of the experiment 
rather than on the mundane parts necessary for its operation. But you 
should realize that this experiment (like any other experiment) is a lot 
more complicated and a lot more difficult to cany out than the conccpl ual 
outline given above. Compare lhe photo of a reul Stern- Gerlach apparatus 
on the next page to the conceptual ouHine sketched in figure 3. l ! 
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Fig. 3.2. A real Stern· Gerlach apparatus (courtesy of Melvin Daybel l). 
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For example, in our discussion we just said '·give us a non-uniform 
magnetic field" and then we drew 1t  on the page. In the laboratory life 
is more difficult. Stern and Gerlach had to magnetize two large pieces of 
iron and carefully shape the pieces so that they would produce the desired 
1nagnctic field. 

We just said that we needed a source of atoms and a detector of atoms. 
Stern and Gerlach had to build an electrical oven to eject vaporized silver 
atoms, and they had to design a suitable detector. (For a <lclcclor, Lhcy 
used a glass p late placed to the right of the magnets, and i njected enough 
vaporized atoms that they built up a visible silver deposit on the gla-;s. 
See figure 3.3.) 

We didn't mention at all the possjbility that while a silver aLon1 v.:as 
flying through the magnetic field. it might collide with an oxygen molecule 
and scatter in some random direction. But Stern and Gerlach had to 
consider the possibility, so they performed the experiment m a vacuum 
chamber. 

Of course, Stern and Gerlach needed instruments lo measure Lhc 
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Fig. 3.3. Postcard from \Vallher Gerlach to Niels Bohr, showing results rrom 
one of the earliest, crude Stern Gerlach experiments. On the left is the beam 
profile without magnetic field, on the right is the beam profile wiLh a n<.m-uniform 
magnetic field. Only in the center of the image is the field non-uniformity great 
enollgh to pull the two outgoing beams apart. Translation of the me:;sage : "My 
esteemed Herr Bohr, attached is the contiinuation of our work (vide Zeiisc/1r. f 
Phys. VIII 1 1 0, 1921): the experimental proof of directional quantization. We 

congratulate you on the c-0nfirmation of your theory ! With respectful greetings. 
Your m(.)sl humble Walther Gerlach." (Courtesy of the Niels Bohr Archive, 
Copen hagen.) 
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strength of the magnetic field, the temperature of the oven. and the 
quality of the vacuum. as well as the number of atoms coming out at a 
given deflection. 

T will mention a numher of experilncnts in this hook, and in every case 
I will present only the simplest conceptual outline. Th1s will keep the 
concepts dear, but it will ignore a wealth of detail which, while necessary 
for performing the experiment, serves only to hi<lc the concept. You should 
be aware that real experiments arc always considerably more dilllcu1L to 
perform than thought experiments. 

35 Visualization 

Faced with the unexpected results of the Stern-Gerlach experimenl, il is 
natural to seek a reason for these results: lo find a picture that tells us 
what's going on. There is nothing to be ashamed of in thjs desire. Humm1 
beings are visual animals, and we think best in terms of some picture 
or visualization that we carry in our minds. Nevertheless l urge you to 
postpone this quest for a visualization. We will first spend considerable 
time addressing lhe question : .. We know that sjlver atoms don't behave 
exactly like miniature compass needles_ Jus1 how do they behave?" Once 
we know the facts about silver atoms, we will try again (in section 15.2, 
''What does an electron look like?"') to produce an accurate visualization. 
Seeking a visualization at this point, with our incomplete knowledge, will 
surely produce a mistaken image. Thomas Huxley described the attitude 
I a1n advoca ting by saying: 

Sit down before fact as a little child, be prepared to give 
up every preconceived nolion, follow humbly wherever and to 
whatever abysses nature leads. or you shall learn nothing. 

3.6 R.ef erences 

A computer program to simulate the Stern-Gerlach experiment is 

Daniel V. Schroeder, Spins. 
You may download this free prograin (it works on Macintosh computers) 
through the World Wide Web site 1nentioned on page xiv. 

The history of the Stern-Gerlach experiinent is traced in 

Immanuel Estermann, '•tt islory of molecu lar beam research : Per
sonal reminiscences of the imporlant evol ucjonary period 1919-
1933 '', American Journal <�{ Physics� 43 ( 1 975) 661 --671, 
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but just as interesting is the story of the intellectual descendcnts of Stern 
and Gcrlach·s work. These descendants include lasers, atomic clocks 
and the global positioning system, magnetic resonance medical imaging, 
quantum computers, and a molecule that deactivates the A IDS virus. 
Some of this richness is described in 

Dudley R. Herschback, "Imaginary gardc11s with real toads'', in The 
Flight From Science and Reason, ed ited by Paul R. Gro�s er al. 
(New York Academy of Sciences, New York, 1 997) pages 1 9  24. 

3.7 Problems 

3. l Could fricLion accoum for these unexvected resulls? Suppose that 
friction were important for atoms, so that after spending a shorl 
time in a magnetic field, all the ato1nic magnetic arrows would be 
pointing in the direction of the field. What results would you then 
expect from the Stern Gerlach experiment? 

3.2 Real vs. ideal experiments. How could Stern and Gerlach have known 
that the width of the peaks they observed was due 011ly to the limits 
of their instrument and not to some property intrinsic to the atoms? 
Hint: Examine the figure below. 

c 
0 . .... � 
Q Q) -

...... Q) 
'"O 

number of atoms 

Fig. 3.4. Results from a recent Stern Gerlach experiment. Solid line and squares 
show n..c;ults with non-uniform magnetic field, dashed line and crosses show results 
with no magnetic field. The vertical scale is magnified ; the actual deflections span 
a range of less than two millimeters. 



4 
The Conundrum of Projections; 

Repeated Measurements 

4.1 The conundrum of projections 

Whenever Stern and Gerlach measured the projection of a silver atom's 
magnetic arrow on an axis, they found ci !her +m8 or -m8. But tbe 
figure below demonstrates that it is impossihfe for any arrow to have a 
projection of +my on all axes! Even if the projection onto the vertical 
axis (in the figure, axis #1) happens to be +mB, then we can always draw 
some other axis (such as axis #2) that has a different projection (in the 

figure, something more than mo). 

a11:is /J I  

r call this difficulty the "conundrum of projections". The fact that the 
projections can only take on the values of +mR is strange and unexpected, 
but it's something that wc can Jive with. (After all, much of human 
behavior - and most of politics - is strange and unexpected too, once 
you think about it.) The conundrum of projections is far more serious, 
because it seems at first to be not just strange, but logically impossible. 
I n  order to resolve the conundrum, we will introduce experiments in 
which we actually measure the projection on various axes, and we will let 
the results of those experiments suggest a resolution. Before doing this, 
however, we must introduce some tcrn1inotogy. 

21 
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Term.s for projections 

The figure below shows four different axes. In this book, except for 
section 1 1 .1,  we will consider only projections onto axes lying within the 
(x, z)  plane. 

x 

�,�. \ 
\. 

\� \ 

The projection of the arrow onto a vertical axis is cal led m:. 
The projection of the arrow onto a horizontal axis is called mx. 
The projection of the arrow onto a downward vertical axis is ca11e<l 

ml-:)· 
The projection of the arrow onto an .axis within the (x, z) plane but 

tilted at an angle 0 to the vertical is called mo. (Thus m! = mfrl, 

m.x = mgcro, and m(-zl = m1so-o.) 

Note 1hat if the projection onto some axis is +m8, then the projection 
onto an axis pointing in the opposite direction is -m8. 

Stern-Gerlach analyze,. 

For convenience, l will package the Stern-Gerlach apparatus into a tall 
thin box and call it a Stern-Gerlach analy:rer. There are only two :places 
where a silver atom can co1ne out of the apparatus, so the analyzer box 
has only two exit ports. (In the rest of this book, I will use only silver 
atoms and I will usually call them j11st "atoms'' rather lhan ''silver atoms''.) 
The box also contains plumbing to the right of the non-uniform magn�tic 
field wbjch pushes the atoms around so that an outgoing atom follows a 
track parallel to the track of an incoming atom.* This plumbing doesn't 
affect the atom's magnetic arrow. These alterations do not change any 
in1portant property of the Stern-Gerlach apparatus; they merely make 
our diagrams easier to read. 

' One way Lo pro<luc..-e such plumbing is by in8Lalling a .secun<l non-uniform magnetic.: field that 
point� in the oppo�irc dirccrion from the first 



4.2 Repeated measurement experiments 

In summary, the raw apparatus shown here: 

,,?----------'- -- -

,.., 

) - -- -

i s  packaged into a box and represented as: 

-nr-

........_ ___ ___, - m-::. = - mH  
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An atom enters the box on the lelt, and then either it leaves through 
the upper exit, marked +, in which case it has m= = +mH, or else it leaves 
through the lower exit, marked -, in which case il has mz = -m8. 

On the other hand, if the Stern-Gerlach analyzer were oriented hor
i7.ontally, then the exiting atom would have either m.Y = +m8 or else 
mx = -m11. Or, we could Lill the Stern-Gerlach analyzer hox I 7° to the 

right of vertical, in which case exiting atoms would have either m17<- = +m8 
or else m17 .. = -mB. In other words, a vertical analyzer measures rnz, a 
horizontal analyzer measures mx, and our tilted analyzer measures m17v, 

4.2 Repeated measurement experiments 

t:xperiment 4.1. Measurement of m2, then m!: again. 

r 
+ 

r 
+ A iJ 

A II 
-.... -

.... ignore 

all 

none 

An atom entering the first analyzer will teave e1ther the top ( +) exit or 
the bottom (-) exit. In the latter case the exiting atom has m:: = -m" 
and we ignore it In the former case the exiting atom has mz = +mn and 
it is fed into the second analyzer. AH such atoms leave the + exit. of the 
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second analyzer. Jn short, if an atom i s  found to have niz: = +ms at the 
first analyzer, then i t  does al the second analyzer as well. 

Experiment 4.2. Measurement of m:, then '11{-:j· 

i 
-

r 
+ " v 

A y + -...... 
-

all 

none 

..... ignore 

If an atom is found to have m: = +m8 at lhe first analyzer, then it has 

me- r) = -mR at the second analyzer. 
Experiment 4.3. (The crucial experiment.) Measurement of m:, then m."<· 

then mz. 

r + I 
. v 

- ig 

norc 

r + 
. . ., 

-

norc � 
A H c 

An atom entering ana)y7.er A will leave from either the + exit or the 
- exil. Jn the latter case we ignore it, and in the former case we feed 
the atom (wilh m� = +mB) into analyzer B, a horizontal Stern- Gerlach 
analyzer that measures mx. The atom will Chen either leave the - exit (in 
which case it has mx = -mB) and we ignore il, or else it will leave the + 
exit (in which case it has mx = +m8) and we feed it into analyzer C, a 
vertical analyzer that measures m!. 

What do you think will happen then? You might reason that this atom 
is known to have m:: = +mB. because it left the + exit of analyzer A (as 
well as mx = +m8, because it left the + exit of analy1er B) and thus that 
it will leave the + exit of analyzer C, just as the atoms in experiment 4.1 

did. This seems reasonable, and I will call it the •·good guess argument". 
But in fact this does not happen. Instead, some atoms at this stage leave 
rhe + exit of analyzer C and others leave the - cxiL 

In summary, when an atom enters analy7.er B iL has a definilc value of 

m;:, name)y +mB we know this because of experin1ent 4.1. But when 
thal atom leaves analyzer B it does not have a definite value of m. - we 
know this because when it enters analyzer C it might leave through either 
the + or the - exit. 
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It's worth investigating this unexpected result further. We perform the 
experin1cnt many times, and each time record whether the atom en tcring 
analyzer C leaves through the + exit or through the - exit. We find thac 
there is no regular pattern Lo the exits, but that about half of the atoms 
leave through + and the rest leave through -. Thus although we cannot 
say with certainty which way the atom will leave analy�cr C, we can say 
that it has probability one-half or leaving through either exit. 

The foUo .. ving picture helps some people. They think of an atom leaving 
the + exit of analyzer B as having a magnetic arrow that points straight 
out of the page (that is, in the +x direction). In classical mechanil:s, if 
such an atom entered analyzer C it would pass straight t h  rough. But the 
Stern Gerlach result shows that in truth (t hat is, in quantum mechanics) 
it can'r pass straight through - it must go either up or down (that is, it 
must leave through either the + exit or the - exit). If you ·'wanl" to go 
straight but arc forced to go either up or <lown, the best you can <lo is 
go up half the time and down half the time. This picture is not entirely 
accurate (as we will sec in detail later) but if you keep in mind both the 
picture and its limitations it may help you visualize the process. 

I want to go back for a n1oment to the good guess argumen� the one 
which suggcsls that every atom should leave analyzer C through the + 
exit. Experiment shows that this result is not correct, but we can also 
produce reasoning showing that it  is not correct : We know that an atom 
leaving the + exit of analyzer B has mx = +m8. The good guess argument 
supposes that, by virtue of having previously left the + exit of analyzer A, 
it also has m: = +m8 . You can see from the diagram below that an atom 
with both mx = +mB and m= = +mB wollld have a value for m4y· that 
is bigger than mB. (Experts in geometry will recognize from the diagram 

-.. 

x 

thal in fact m4;.c = +.ji.mB, but you don't need to be an expert to sec that 
m45� is larger than m8.) But whenever n45" is measured, it is found to be 
either +mB or -m11, and never to he bigger than +ms! 

An ato1n with a definite value for both mx and m:: would have values 
for other projections that are not +mH. and such atomic states do not 
exist The flaw in the good guess argun1cnt is not in its reasoning, but in 
its assumptions. I t  assumed that an atom leaving analyzer B would have 
the same value of mz as it did when it entered. and this is false. 
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4.3 The upshot 

We escape from the conundrmn of projections via probability. If an atom 
has a definite value of the projection of it(j magnetic arrow on one axis, 
then it docs not have a definite value of the projection of its arrow on 
some other axis. Given an atom with mx = +mB, to ask ''What is the 
value of m;; ?" i s  just like asking "What is the color of love?". These 
questions have n o  answers because for this atom, m� doesn't hai�e a value 
in just the same way that love docsn'l have a color. What cun. be said 
of such an atom is the probability of fin.ding either of the two possible 
projections on the vertical axis. 

Terminolohry note: Be wary of the phrase "definite value". When I say 
''An atom with a definite value of mx doesn't have a definite value of m:" 
what l really mean is "An atom with a va!ue of m.-.: doesn't have a value 
of mz ". The second wording is more accurate and more clearly points out 
the difference between the quanta} world and the classical world. But it is 
so stark that i t  makes most physicists uncomfortable. (Tt c.crtainly makes 
me uncomfortable.) So usually I will employ the euphemism of ·•ctefinite 
value''. This is a [personal failing of mine but I can't help it. 

If the second ,analyzer were tilted at an angle 0 relative to the first, 
then what wouldl be the probability that an atom leaving the + exit of 
the first analyzer will )eave the + exit of the second? We have so far 
discussed the situations B = O", 90°, and 180" (in experiments 4.1, 4.J, and 
4.2 respectively). In these situations the answers were 1 ,  t and 0. The 
experimentally determined answer to the question for any

-
value of 8 is 

given in figure 4. 1 .  Notice that the graph interpolates smoothly between 
the known results at 8 = O'"', 90c, and 1 80°. For example, at 8 = 60::> the 
probability is �. (Experts in trigonometry wiJl have already guessed the 
truth, namely that the probability is given by cos2(0 /2).) 

4.4 Barriers to understanding 

We have already reached the first central concept of quantum mechanics : 
The outcome of an experiment cannot, in general, be predicred exactly; only 
the probabilities of the various outcomes can be found. Many learners find 
their grasp beginning to slip at this point If you are one of them, then 
don't flounder, hlllt instead look inside of yourself to find the reason. 

Is  it th<it you hate math, so when I wrote down cos2(0i2) you felt 
nauseous? Then relax: you'll never need to calculate with cosi nes. 

Is it because you dm1't care about inag;nctic needles and don't want to 
learn about them? Then remember that I'm using magnetic needles only 
as an example to illustrate the principles of quantum mechanics, and that 
those principles describe all the actions in the universe. 
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Fig. 4.1. The probability of' an atom leaving the + exit of the second analyzer 
as the tilt angle 0 between the two analyzers is varied. The probability is l for 
0 = 0°, � for 0 = 60", ! for 0 = 906, � for 0 = �20�, 0 for 0 = 1 80c, etc. 

A deeper problem bothers those who say "l see that only probabilities 
can be found, but I want to know why only probabilities can be found.'' 
Fundamentally, I have no answer to this concern. I don't know why 
the universe works the way it does any more than you do. I'm not 
God, l didn't create the universe, so don't complain to me. However, 
I suspect that when you ask the question "why?", you're really worried 
about something else. There are lots of good "why" questions tha.l you 
never ask: Why does the universe have three dimensions? Why do we cat 
pancakes often for breakfast but rarely for dinner? Why do women wear 
skirts and men pants? You don't ask these questions because you're so 
familiar with the facts that you never stop to question why they're true. l 
think that most people who ask ··why can only probabilities be found?'' 
are really just crying out that the new world of quantum mechanics is 
strange and unfamiliar. It certainly is. But this should be seen as a 
challenge to invite exploration rather than an excuse to crawl back into 
your familiar, secure, classical hole. 

Finally, the most dangerous barrier Lo understanding of all : You don't 
want the result to be true. It seems strange - it is strange - so you 
simply reject it. But all sorts of things sectn strange upon first encounter. 
When it was first discovered that the earth was round, that must have 
seemed strange too! 1 admit that even though I 11ave studied a lot of 
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quantum mechanics, it still seems strange to me, but it seems strange and 
delightfully quirky, rather than strange and repulsive. If you are rejecting 
quantum mechanics simply because it's strange, then I urge you Ito keep 
at I t  until you find it as beautiful as I do. 

4.5 Sample problem 

lo experiment 4.3, half the atoms entering analyzer C leave through the + 
exit and half leave through the - ex.it Suppose the experiment is altered 
by tilting analyzer A 30c lo the right of vertical Analyzers H and C arc 
not changed. In this new experiment, what portion of the atoms entering 
analyzer C will leave through the + exit? 

Solution 
An atom leaving the + exit of analyzer B has mx = +ms. It doesn't care 
what state it was in when it entered analyzer B it could have come 

directly from an oven, or it could h ave come through a complicated set of 
a dozen analyzers tilte<l at various angles the output state is specified 
completely by saying mx = +m8. Thus half of the atoms entering a.nalyzer 
C wil1 leave through the + exit whether analyzer A is tilted to 30", 0°, or 
any other angle. 

4.6 Problems 

4.1 The conundrum of projections. An arrow is three inches long and 
poi nts due west. What is its projection on an axis that points: 
(a) due west, (b) due east. (c) due north, (d) straight up, (c) straight 
down, (f) half-way between straight up and due \Vest? 

4.2 Two analyzers. In experiment 4.1 on page 23 the atoms ]caving the 
- exit of the first analyzer were ignored. What would happen to 
them if they were instead fed in to another vertical analyzer? 

4.3 Certainty. I have claimed that "the outcome of an experiment cannot, 
in general, ibe predicted exactly; only the probabilities of the various 
outcomes can be found". Yet in experi1nent 4. 1 on page 23 an atom 
entering the second analyzer wllt certainly leave through the + exit. 
How can my claim and this experiment be reconciled? 

4.4 The slate of an arom. Which phrase best describes the state of an 
atom that leaves the + exit of analyzer B in ex periment 4.3 on 
page 24: ( I )  Tt has m, = +mR . (2) It  has mx = +mB. (3) It has both 
mz = +mR and mx = +ms. 
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4.5 1hree analyzers. f n experiment 4.3 on page 24 the atoms leaving the 
- exit of analyzer B were ignored. Whal would happen to them 
if they were instead fed into another horizontal analyzer? Into a 
vertical analyzer? 

4.6 Three analyzers rearranged. In cx.pcriment 4.3 on page 24, atoms 
leave the three analyzers accorcting to statistics described in this 
table: 

4.7 

4.8 

4.9 

analyzer 
A 
B 
c 

exit statistics 
depends on character of incoming atoms 

half through +, half through -
half through +, half through -

=======-----:-.�.=·- · --· 

If analyzer A were lifted !:>O that the atoms entering analyzer B came 
from the - exit of A (rather than from the + exit), how would the 
table change·? 

Rotations. Would atiy of the results in this chapter change if the 
entire experimental apparatus (source, all analyzers, and detectors) 
were rotated as a unit? 

Different angles. A careful reading of the graph in figure 4.1 shows 
that if the first analyzer is vertical, and the second is tilted to the 
right of vertical by 60e, then the probability of an atom leaving the 
+ exit of the second analyzer is �. What would be the prohability if 
the first analyzer were 60c to the left of vertical and the second were 
vertical? 
l'vfore d{fferent angles. Two Stern-Gerlach analy7.ers are arranged as 
shown below. Analyzer A is tilted 45° to the left of vertical, while 
analyzer B is tilted 45° Lo the right oli vertical. Atoms leaving the + 
exit of A arc fed into the input of B. What is the probability that an 
atom entcling B will leave it through the + exit? 

\ 

A 

.. 45" / i1' : I . �------

,___,.,,.,_; // JJ ! 
.I I ; 

; : . 

Hint: What would happen if A were tilted 10° to the left, and 13 
were tilted 806 to the right? 
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4. 1 0  Three analyzers 1-vit h d!ffere11l ungles. Consider experiment 4.3 on 
page 24. but suppose that analyzer B were not horizontal, but rather 
tilted to the right of vertical by 60". In this case, what is the 
probability that an atom enlering aniilyzer C w111 emerge from lhe 
+ exit? Fro1n the - exit? Hint: See figure 4.1. 

4.11 Barriers to understanding. Distinguish between "a description of the 
rules of chess'', "an understanding of the rules of chess", and "an 
explanation for the rules of chess". Which of these do you need to 
play a good game of chess? 

4.12 Familiar i;s. understood. My mother once told me that ''I used to 
understand telephones. bul J don't understand these new c.cllular 
phones." When T asked her how a conventional telephone worked, 
she could only say "I think i t  has carbon in it." In three or fewer 
sentences, show bow this story illustrates the difference between 
famil iarity and understanding. (My mother is. by the way, pcrfccUy 
capable of using any sort of telephone.} 

4.13 Explaining Ne�vtonian and quantum mechanics. (For technical read
ers.) 

(a) In Newtonian mechanics, force is related to acceleration (F = 

ma), whereas most laymen believe that force is related to speed. 
(Lay belief: '·lf you push something. it moves." Nevvton: ·•rr 
you push something, its motion changes . .,) How would you 
respond to an intelligent layman who asked you why Newtonian 
mechanics is correct? 

{b} In classical mechanics, the future can be predicted exactly, 
whereas in quantum mechanics only probabilities can be found. 
How wonld you respond to an intelligent layman who asked 
you why quantum mechanics is correct? 



5 
Probability 

I interpreted the repeated measurement experiments of the previous chap
ler hy saying that quantum mechanics can find probabilities only, not 
certainties (that is� that quantum mechanics is ·'probabilistic", not '"deter
ministic"). You may object, main taining that the world is deterministic, 
but that my particular deterministic scheme (the '·magnetic arrow") is 
incorrect. The next chapter presents an ingenious argument., invented by 
Einstein, which shows that no local deterministic scbe1ne could give the 
results observed by experiment. f 11 order to understand that argument you 
need some background in probability. 

But in fact, a knowledge of probability is  generally useful i n  day-to
day life as well as in physics. You walk across a street what is the 
probability of your being hit by a car? You arc advised to undergo elective 
surgery what is the probability that the surgery w1ll extend your life. 
and what is the probability that the surgery will go wrong and injure you? 
You breath some asbestos or smoke a cigarette - what is lhc probability 
of contracting cancer? Misconceptions about probability abound and 
can Jead to disastrous public policy decisions ... A knowledge of qtLantum 
mechanics is good for your soul, but it is of practical importance only to 
the designers of lasers, transistors, and superconductors. A knowledge of 
probability is of practical importance to everyone. 

' Suppose that. in a dcmm:ralk society, 70% of the ciriz.cns prefer to drink beer and 30% preter 
to view artwork. Does lhis imply ("majorily rules'") lhat all art museums should be convened 
inln bars'! Dot.-:< il imply lhal lh� ratio of bn rs to :ut mu�ums ought to be fixed hy law at 7 lo 
3? Of course it implies neither. But many p<'Jicy makcr.s seem never to have learne.d this simple 
lesson in probability. 

31 
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5.1 Gambling probability 

If you toss a die, the probability of rolling a 2 is !. If you flip a coin, the 

probability of getting heads is �· In general. for gambling probabilities, 

b b
.
1 . f 

number of successful outcomes 
pro a 1 ity o a success = 

. 
. 

number of possible outcomes 

This rule holds only for gambling probabilities like those we have just 
mentioned. It docs not apply, for example. to surgery, where there arc 
only Lwo possible outcomes - survival and death - but the chance of 
survival is far greater than t Nor does it apply to the Stern-Gerlach 

,,_ 

analyzer, where an incoming atom can leave through either the + exit or 

through the - exit, but figure 4.1 shows that the prohabilities of the e 
two possible outcomes are not always 50°/t,. Finally, if  you buy a lottery 
ticker. there are only two possible outcomes - winning and losing -- but 
the probability of winning is sadly less than 1· 

5.2 Compound probabilities 

Example 1. Toss a die. What is the probabilily of rolling either a l 
or a 3? ln this case, there are six possible outcomes and two successful 
outcomes, so tbe probability of success is � = * + t· In general. the word 
"or•· is a signal to add probabilities. 

Example 2. Toss a <lie and simultaneously flip a coin. What is the 
probability of getting 2 and tails? In this case there are twelve possihle 
outcomes { 1 and beads> 1 and tails, 2 and heads, 2 and tails, and so forth 
up to 6 and tails) so the probability of getting 2 and tails is 11� = i x 4. 
In general, the word "and'' is a signal to multiply probabilities. 

Example 3. Flip three coins (or flip one coin three times): 

possible outcome probability number of heads 
or this outcome 

HHH l/8 3 
HHT 1/8 2 
HTH 1 /8 2 
THH 1/8 2 
HTT 1/8 1 
THT 1/8 1 
TIH 1/8 l 
ITT 1/8 0 

Thus the prohabilily of obtaining three hca<ls is �. of two heads is �. of 

one head is �, of no heads is �. 
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Example 4. Toss two dice (or toss one die two times). Whal is lhe 
probability that the sum of the face-up dots is four? If the first die l<:1nds 
on 4 and the second on 3, I will call the outcome "[4, 3]". 

Now 

but 

thus 

probability of [1, 1] is � x � = 316 
probability of [I ,  2] is � x � = 3� 
probability of [2, 1) is ! x i = 316 
probability of [J ,  3] is i x i = 316 
probability of [3, 1] is  k x k = � 
probability of [2, 2] is i x t = 316 

and so forth to 
probability of (5, 6] is � x ! = 3� 
probability of (6, 5) is � x ! = 316 
probability of [6, 6) is � x � = �k 

probability that the sum tossed is four = 

(probability of [2, 2)) + 
(probability of [1, 3]) + 
(probability of [3, 1]), 

(probability of (2, 2]) = (prob. of 2} x (prob. of 2) = i; x i
(probability of (1, 3]) = (prob. of 1) x (prob. of 3) = i x i. 
(probability of [3, 1)) = (prob. or 3) x (prob. of 1) = � x �, 

probability tbat the sum tossed is four = 
( l  I )  ( I  1 ) ( 1  t ) _ l 6 x 6 + 6 x 6 + 6 x 6. - 12. 

5.3 Tilting Stern-Gerlach analyzer 

Mount a single Stern-Gerlach analyzer on a pivot so that it can be tilted 
to have its magnet ic field point in any of the three directions A, B, or C. In 

the figure on the next page, it is tilted to orientation A on lbe Jeft and to 
orientation B on the right. This analy.a:r is S\vitched at random between 
these three orientations, each orientation having probability �· Suppose 
an atom with m: = +mR were fed into the analy:r.cr. (For cxampJe. the 
atom might have just emerged from the + exit of an analyzer fu:ed in 

orientation A.) What is the probability that it leaves through the + exit? 
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A 

If the orientation is A, 
the probability that the atom leaves the + exit is 1. 

If the orientation is B, 
the probability that the atom leaves the + exit is �

If the orientation i s  C, 
the probability that the atom leaves the + exit is l · 

(These last two facts come from figure 4.1 on page 27: when f} = 120° or 
0 = 240c, the probability is l.) 
Now 

but 

thus 

probability that atom leaves from + exit = 
(probability that it does so when orientation is A) + 
(probability that it does so when orientation is B) + 
(probability that it does so when orientation is C) 

probability that it does so when orientation is A = j x 1 

probability that it does so when orientation is B = � x � 
probability that it does so when orientation is C = ! x ! 
The probability that an atom entering with mz = +m8 
leaves fron1 the + exit is 

( �  x I J  + (� x !) + { � x !> = !· 
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5.5 Problems 

It is important that you look at the first six: problems in this section. 

The remaining problems are fun and inf ormalivc but arc not needed to 
support this book's train of argument. 

5.1 Three dice. If you throw three dice, what is the probability that a 
total of four dots are face up? 

License plates. Suppose that in the state or Iowa auto li<Xnsc plalcs 
are identified by three letters followed by three numbers, and that 
the numbers are chosen at random. If you glance at an Iowa plate, 
what is the probability that the two last digits will be the sam.e'! 

5.3 Two dice. Throw lwo dice. What is the probability that the s.um of 
the face-up doL.;; is more than four? 

5.4 The coin ross. Toss a single coin ten times. 

(a) What is the probability of obtaining all heads (the pattern 
HHHHHHHHHH)? 

(b) What is  the probability of obtaining alternating heads then tails 
(the pattern HTHTHTHTHT)? 

{<.:) What is the probability of obtaining the pattern HTTTHHTTHT? 

(d) What is the probability of obtairning a pattern with one tail and 
nine heads'? 

5.5 Tilting Stern-Gerlach analyzer. In section 5.3 we found the proba
bility for an atom that entered a tilting Stern-Gerlach analy�cr with 
m. = +m8 to leave through the + exit. Whal is that probability for 
an atom that enters: 

(a) With m;: = -mB '! 
(b) With m12�, = +ms? 

(c) With m(-12<J'>) = +mR? 
5.6 !i-1ilitary dra.fi follery. From 1967 to 1972 the lJnited States used a 

military draft lottery in which birthdays were selected at random, 
and the army drafted first men born on the first date selected. then 
1ncn born on the second date selected, and so forth. Suppose a s1nall 
cou ntry uses a similar system� but the country's records include not 
birth date, but only birth season: summer or winter. In the year 1968 
there arc 1000 drafcable men of who1n 600 were born in winter and 
400 were born in summer. The military requires 700 draftees. (Thus 
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a "fair'' sy.stem would assign each lnan a probability 7/10 of bci ng 
drafled.} The country holds a lottery to determine whether summer
born or winter-horn men will be called up first (either possibility has 
probability 1/2). Within each birth category, the military drafts men 
at random. The dral'ting continues from lhe first category into the 
second until the requirement of 700 draftees is filled. 

(a} Show that if the summer-born are called up first, che probability 
of a winter-born man being drafted is l /2. 

(b) Show that ff the winter-born are called up first, the probability 
of a summer-horn man being drafted is 1/4. 

(c) What js the overall probability of drafting a summer-born man? 
A winter-born man? (The term "overall probability,. meuns the 
probability that would be calculated before the lottery was held.} 

Comment upon the fairness of this draft lottery scheme. 

5. 7 Speeding tickets. Benjamin Marrison of the Cleveland Plain Dealer 
wondered whether Ohio slate troopers were more 1ikely to hand out 
speeding tickets at the end of the month C'Spotting the speeders: 
How, when, and where troopers will get you", 3 December 1995). 
He uncovered data showing that for the year 1994, a total of 19 737 
speeding tickels were issued on the 28th of some month, 19 623 were 
issued on tbe 30th, but only 18 845 were issued on the 3 1 st. From 
this he con.eluded that one is actually less likely to get a speeding 
ticket at the end of a month. Comment. 

5.8 Outdoor hazards. From the New York Times (30 June 1998): "Where 
are you more Jlkely to be injured: clin1bing down a rock face or sitting 
around a campsite? . . .  A new study of the hazards of national parks 
found that injuries at can1psites . . .  oulnumber those sustained during 
rock climbing by more than 3 to l."' Comment. 

5.9 Winning the lottery twice. Suppose that the state o f  New Jersey runs 
one lottery game each week, that each week there is one and only 
one winner, that five million individuals play each week. that each 
of those individuals buys a single ticket, and that this same group of 
individuals plays every week. (These suppositions are, of course, not 
precisely correct. On the other hand they are not terribly different 
from the actual situation, and this �im plification allows tJ1e situation 
to be understood much more readily than a "perfect portrait'. would 
permit.) What is the probability that : 
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(a) One particular player, Sylvia Stliulhers of Clinton M111s, New 
Jersey, wins in the two successive lotteries held on the ninth and 
tenth weeks of the year 1998. 

(b) A player, not necessarily Ms. Struthers, wins in both of these 
two lotteries. 

(c) A player wins in successive weeks in 1998. 
(d) A player wins twice in 1 998. 

5.10 Average vs. typical. part I. A politician claims that she "always 
stands up for the average man". Does lhal mean that she always 
supports the majorily of people? Hint: How many people do you 
know who are of average height'! 

5. 1 1  Average vs. typical. part 2. At the Lincoln Street brnnch of t11e 
First National Bank, a customer needing a teller enters the bank., 
on average, once each minute, and each teller transaction las.ls. on 
average, three minutes. Based on these facts, the branch manager 
decides to staff the bank with exactly three tellers. Why was the 
branch manager fired? 

5.1 2  Correlations. In a poll, one thousand individuals are asked about 
their preferences in music and in dining. One-tenth of the individuals 
preferred opera to rock. and one-fifth of them preferred French 
restaurants to fast food restaurants. ls the probability that one of 
the polled individual prefers both opera and French restaurants equal 
to 2°/o ? (2% = io = l�l X t.) 

5.13 Random vs. haphazard. Sn1ith and Jones are running for congress, 
and Ms. Struthers wants to know who will probably win. So she 
polls ten of her friends, and finds that eight plan to vote for Smith 
and two for Jones. She is surprised and shocked when Jones wjns by 
a margin of 54 °/o lo 46�fo. What was wrong with her poll?  
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The Einstein-Podolsky-Rosen Paradox 

Nly iuLerpretation of the repeated measurement experiments in sec tion 4.2 

was: 

An atom with a definite value of m. doesn't have a definite 
value of mx. All that can be said is that when m'f is measured, 
there is probabili ty ! of finding +m8 and probability � of 
finding -mB. 

Thjs is in many ways the simplest and most natural i nterpretation, but 
there are other possibilities. For example, the ''mca�urement disturbs a 
classical system" possibility: 

An atom with a definite value of m:: also has a definite value 
of mx, but the measurement of m; disturbs the value of mx in 
an unpredictable way. 

or the '·complex atom" possibility: 
An atom with a definite value of mz also has a definite value 
of 111x; but this value changes so rapidly that no one can figure 
out what that value is. 

The Einstein-Podolsky- Rosen (or EPR) argument shows that both of 
these "other interpretations'' arc untenab1e. 

l will give the argument in the form of two hypothetical experiments. 
Because of techn1cal difficulties, these experiments have never been carried 
out in exactly the form that I wiJJ describe. But similar experiments have 
been performed, most notably by Alain Aspect and his co11aborators al the 
University of Paris's Institute of Theoretical and Applied Optics at Orsay. 
Figure 6.1 shows the apparatus that this group employed andi as usual, 

it is much more elaborate than the sketch diagrarns that 1 will use later 
to describe the hypothetical experiment. Our hypothetical experiment 

38 
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Fig. 6.1. Alain Aspect's laboratory in Orsay, France (courtesy of A. Aspect). 

will employ a pair of atoms and detectors that tilt by 120c. Aspect's 
real experiment employed a pair of "photons" ("particles of light") and 
detectors that tilted by 22.5". In spite of these technical differences, the 
real experiment was conceptually equivalent to lhc one I will describe here. 
and its results are a ringing endorsement of quantum mechanics. 

Locality 

Before proceeding, I must attend to one small but essential poinl : the 
term "local". It is clear that something which happens at one place can 
influence what happens far away. For example, a newspaper article printed 
in Madrid can foment a revolution i n Buenos Aires. But the effect happens 
some time after the cause, because it takes some time for the agent of 
influence (the newspapers) to travel from Madrid to Buenos Aires. and 

as they travel they aJways move bil by bit - they never disappear from 
one place and reappear at another without passing through intenncdiate 
points. This method of influence is called ''local". Modern communication 
technology might appear to be non-local. ibccause when you speak into a 
telephone it seems that you can he heard far away at the same instant. 
But in fact there is a short and usua11y tmnoticeable - delay between 
the speaking and the hearing, as electrical signals encoding your voice 
travel through telephone lines at the speed of Iighl. 

Technical aside: Notice th al the very definition of locality in
volves concepts like cause and effect, concepts that assume a 
deterministic world. Because quantum 1ncchnnics is not deler
ministic and events can take place without causes, the concept 
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of locality becomes more subtle and complex. The technical 
literature is thus full of terms like ·'active locality'·, ··passive 
locality", "non-Locality", and "alocality''. 

The assumption of locality is so natural and commonplace that it has 
been enshrined in poetry:• 

And when the loss has been disclosed, the Secret Service say: 
''It must have been Macavity!" but he's a mile away. 

Einstein's theory of relativity puts the assumption of locality on an even 
firmer basis, establishing that no causal agent can travel faster than a light 
signal. Standard quantum mechanics, as presented in this book. retains 
the assumption of locality. But it is possible to produce alternatives to 
standard quantum theory that arc non-local. 

I mention locality here because the experiments described below illu
minate our old ideas in a strange - but ultimately satisfying - new 
light 

6.1 Experiment 6.l : Distant measurements 

In this experiment a box labeled ''source" produces a pair of atoms with a 
net magnetic arrow of zero, and the two atoms fly off in opposite directions. 
Each atom is detected by its own vertical Stern Gerlach analyzer. 

Observed results :  The probability that the right atom leaves through 
the + exit is �. the probability that it Leaves through the - exit is i · 
Si1nilarly for the left atom. But if the right atom leaves thrqugh its + e� 
_µiep_�hc left atom alway� .leav��._through its -.-��i!,_ and vi<::<: ve.r�. �- This 
is true regardless of which, if either1 analyzer is doser to the source. It 
is also true regar<lless of the orientation of the two analyzers, as long as 
both have tbc same orientation. 

Imagine, for ex.ample, that the left analyzer is five miles from the source, 
while the right analyzer is five miles plus one inch from the source. Then 
the left atom will go into its analyzer and be measured before the right 

• T.S. t!liot. Old Poss1Un':; 8(}(Jk of Prcu;·1ic·al Cars. 
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atom goes into its analyzer. Suppose that the left atom leaves the + exit. 
Then il is kn0\¥11 with certainty that the right atom has mz = -mB (i.e. 
that when it gets to its analyzer it will leave through the - exit), but the 
right atom itself has not been mea.sured. It is impossible that the right 
atom, ten miles away from the scene of the measurement, could have been 
mechanically disturbed by the measurement of the left atom.

t The first 
alternative interpreLation mentioned on page 38 must be rejected. 

If you arc fa1niliar with Einstein's theory of relativity, you know that 
the fastest possible speed at which a message can travel is the speed 
of light. Yet this experiment suggests a mechanism for instantaneous 
communication: When the two atoms are launched. it cannot be predicted 
whether the right atom will leave the + exit or the - exit once i t  gets 
to its analyzer. But the instant that the left atom Jeav�s the + cx1c of its 
cU1alyzcr, it is known that the right atom (now ten miles away) will leave 
the - exit once it gets to the right analyzer. This seems to be instantaneous 
communication. But the important point is not whether ''it is known that 
the right atom wilJ leave lhe - exit" but rather who knows that the right 
atom will leave the - exit. Certainly the person standing next to Lhe lcft
hand analyzer knows it* but the person on the left won't be ahle to tell 
the person on the right except through some ordinary, slower-than-light 
mechanism. The result is strange (Einstein called it "spooky") but it does 
not open up the door to im;tantaneous communication. 

Quantum mechanics forces us to the brink of implausibility but nor 
beyond. 

Technical aside: The conceptual equivalent of this experiment 
has been performed many times, usually with detectors located 
yards rather than miles apart. But in 1997 Nicolas Gisin of 
the University of Geneva and his collaborators performed the 
experiment with detectors in the Swiss villages of Bellevue and 
Bemcx, separated by nearly seven miles. 

6.2 Experiment 6.2: Random distant measurements 

This experiment is called the "test of Bell's theorem". The reasoning is 
int1icalc, so I give an outline here before plunging into the details. We 
will build an apparatus much like the previous one with a cenLraJ source 
that produces a pair of atoms. and with two detector boxes. Mounted 

-·--
• Is 11 really -impossible .. 1 In foci. tlu� is the us.�umption of l<><:ahty which. as I have mentioned. 

is very n:1tural hut ncvcrthi;lc�-;. un 1u�umpti(lll. 
� And the pe�on standing next to the right-hand aaaly;r.er know� that the pen;oa standing m:AI tu 

the left-han<l analy'.l:cr knows ii. 
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atop each detector box are a red lamp and a green lamp. Every time 
the experiment is run, a single lamp on each detector hox lights up. On 
some runs lhc detector on the left flashes red and the detector on the 
right 11ashcs gree11, on other runs both detectors flash red, etc. When the 
apparatus is analyzed by quantum mechanics, we find that the probabili ty 
of each detector flashing a different color is �- But we can also analyze 
the apparatus uoder the assumption of local dctenninism. This analysis 
shows that the probability of each detector flashing a different color is � or more. (Exactly how much more depends on exactly which local 
determ inistic scheme is employed, see problem 6.4.) Experiment agrees 
with quantum mechanics. so the assumption of local determinism, natural 
though it may be, is false. Any local deterministic scheme. including the 
second alternative interpretation mentioned on page 38, must be wrong. 

The apparaius 

This experiment uses the same source as the previous experiment. but 
now the detectors are not regular Stem-Gerlach analyzers, but the tilting 
Stern-Gerlach analyzers described in section 5.3 (page 33). Each of the 
two analyzers has probability { of being oriented as A, B, or C. If you 
wish, you may set the detector orientations and then have the source 
generate its pair of atoms, but you will get the same results if you first 
launch the two atoms and then set the detector orientations while the 
atoms are in flight. Mounted on each detector are two colored lamps. If 
an atom comes out of the + exit, the red lamp flashes; if an atom comes 
out the - exil, the green lamp flashes. 

0 

source 

The predic1ion of quantum mechanics 
U the two detectors happen to have the same orientation, then this 
experiment is exactly the same as the previous one, so exactly the same 
results are obtained : the two detectors aEways flash different colors. On 
the other hand, if the two detectors have <lifTcrcnt orientations, then they 
might or might not flash diff ercut colors. 
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What is the probability that the two detectors flash differenl colors in 
general, that is, when the two detectors might or might not have the 
san1c orientation? Suppose the detector on the left is closer to the source 
than the detector on the right. lf the left <lelecLor were set to A and 
flashed green (that is, -), then the atom on the right has mz = +mu. 
In the previous chapter we saw that when such an atom enters the right 
detector, it has probability ! of causing a red flash and probability i of 
causing a green flash. You can readily generaljze this reasoning lo show 
that regardless of orientation. the two detectors flash diff crcnt colors with 
probability �. 

We conclude that: 

( ! )  If the orientation settings are the same. then the two deLectors 
flash different colors always. 

(2) If the orientation settings are ig.nored, then the two detectors 
flash different colors with probability {. 

L 

And lhesc results are indeed observed! 

The prediccion of local determinism 

In any locaJ deterministic scheme, each atom must leave the source already 
supplied with an instruction set that determines which lamp flashes for 
each of the three orientation settings. For example, an instruction set 
might read {if set to A then flash red, if set to B then nash red, if set 
to C then flash green). which we abbreviate as (R RG). One natural way 
to implement an instruction set scheme would be through the atom's 
associated magnetic arrow : if the detector is vertical (orientation A) and 
lhe atom's arrow points anywhere north of the equator, then the atom 
leaves through the + exit. while if the atom's arrow points anywhere south 
of lhc equator, then the atom leaves through the - exit. Similar rules hold 
for orientations B and C: the atom always leaves through Lhc exit towards 
which its arrow most closely points.� The argument that follows holds for 
this nan1ral scheme. but it also holds for any other oddball instruction set 
scheme as well 

To explain observation ( 1 )  above, assume that the two atoms arc 
Jaunched with opposite instruction sets: if the atom going Jeft is (GRG). 
then the aton1 going right is (RGR), and so forth. (fn the ·'natural" 
scheme, the two atoms are Jaunched with magnetic arrows pointing in 
opposite directions.) No\v let's see how we can explain observation (2). 

� This posruhltcd scheme i� inc1m'i'lcnl "ilh quantum me4thanu • .,. hecausc 11 u��um.:s th<lt un atom's 
magm:tu: arrow point,; in the �ame manner that a c lasi;ical stick doe.<;, with d"'linitr. value� for <\II 
three proj�'Ctions m., m,,, and 111" sunultaneously. 
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If the instruction set for the atom going left is {RRG), and for the 
atom going right is (GGR), then what colors wjll the detectors flash? 
That depends on the orientation settings of the two detectors.. Sup. 
pose the left detector were set to C and the right detector were set. 
to A. Then the third letter of (RRG) tells us that the left detec
tor wot1ld flash green, and the first letter of (GGR} tells us that the 
right detector would flash green. The same list-lookup reasoning can 
be applied to a.my possible orientation setting to prod1..1cc the following 
table. 

- · · .:..:- ·c:.=· =:======:===::::::::--
-� J�entation settings detectors flash 

AA RG: dilTerent--
BB RG: different 
CC GR : different 
AB RG: diff crent 
BA RG: different 
BC RR : same 
CB GG: same 
AC RR: same 
CA GG: same 

There are nine possi ble orientation settings and five of them lead to 
different color flashes. So if the atom going left is {RRG), then the 
probability of different color flashes is �- A little thought shows that the 
same result applies if the atom going left is {GGR), or (GRG), or anything 
but (RRR} and (OGG). ln the last two cases, the probability of different 
color flashes is of course 1 .  

Now we know the probability of diITcrenl color flashes for any given 
instruction set. We want to find the probability or different color flashes 
period. To calculate this we need ro know what kind of atoms the 
source makes. (If it makes only (RRR).s paired with (GGG)s then the 
probability of different color flashes is 1. I f  it makes only tRRG)s 
paired with (GGR)s then the probability of different color flashes is �- If it makes [(RRR) paired with (GGG)] half the time and [(RRG) 
paired with (GGR}] half the time, then the probability of different 
color flashes is half-way between � amd 1.) Because I don't know 

exactly how the: source works. I can't say exactly what the probabil� 
ity for differenr color nashes is. But I do know that any source can 
make only eighrt kinds of atoms. because only eight kinds of atoms 
exist: 



kind of atom going left 
(RRR} 
(OGG) 
(RRG) 
(RGR) 
(GRR) 
(RGG) 
(GRG) 
(GGR) 

6.3 References 

probability of different color nashcs 
1 
1 

5/9 
5/9 
5/9 
5/9 
5/9 
5/9 

45 

Thus for any kind of source, the probability of different color flashes is 
some mixture of probability 1 and prohability �· 

We conclude that in any instn1cli<.>n set schc1ne. the detectori;; will nash 
different colors with probability � (55.5°1q or more. 

The co11clusio1i 

But in fact, the detectors flash different colors with probability � ! The 
assumption of local determinism has produced a conclusion w

-
hich is 

violated in the real world. and hence it must be wrong. Probability is not 
just the easiest way out or the conundrum of projections, it is the only 
way oul. 

Technical aside: Whal, only? Well, almost only. Jn fact. our 
argmnents only rule out the existence of instruction sets, and 
hence it permits alternatives to standard probabilistic quantum 
theory that do not rely on instruction sets. David Bohm, and 
others, have invented such deterministic bul non-local alterna
tives. If you dislike quantum mechanics because it's too weird 
for your tastes. this may make you happy. However, these 
alternative theories are necessarily pretty weird themselves. For 
example. in Bohm's th�ory the two atoms don't need instruction 
sets because they can communicate with each other instanta
neously. To be absolutely accurate, probabiJity is the only local 
way out of the conundrum of projections. 

6.3 References 

The subject of this chapter has a rich intellectual heritage. The general 
idea was introduced in 

A. Einstein, B. Podolsky, and N. Rosen. "Can quantum-mechanical 
description or physical reality be considered complete?", Physical 
Review, 47 ( 1 935) 777-780, 
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and the specific form of our experiment -6.1 was devised by 

David Bohm, Quantum 1'1wory (Prentice-Hall, Englewood Cliffs, New 
Jersey, 1951) pages 61 1 ·623. 

But the most powerful part of the argument, the one embodied in our 
experiment 6.2, was developed by John Hell in 1964 and is called "Bell's 
theorem". Bell's writings on quantum mechanics, ranging from the popular 
to the very tcchnica� are colJectcd in 

John S. Bell, Speakable and Unspeakable in Quantum A-1edwnics (Cam
bridge University Press, Cambridge, UK, 1987). 

The best semi-popular treatment of Bell's theorem and the Einstein
Podolsky-Roscn paradox {and the inspiration for much of this chapter) 
IS 

N.D. Mermin "Ts the n1oon there when nobody looks? Reality and 
the quantum theory", Physics Today. 38 (4) (April 1985) 38 47; 
sec also the tellers reacting to this article: Physics Today, 38 ( 1 1) 
(November 1985) 9-l S, 136 142. 

A computer program to simulate this test of Bell's theorem is 

Darrel .T. Conway, BellBox (Physics Academic Software, Raleigh, 
North Carolina, 1993). 

Real experimental results mentioned in this chapter were reported in 

Alain Aspe.ct, Philippe Grangier, and Gerard Roger, "Experimental 
realization of Einstein-Podolsky-Rosen-Bohm gedankenexperi
ment : A new violation of Bell's inequalities'', Physical Review 
f.effers, 49 ( 1 982) 91-94, 

Alain Aspect, Jean Dalibard, and Gerard Roger, "Expcr:imental 
test of Bell's inequalities using time-varying analyzers". Physical 
Review Letters, 49 ( 1982) 1 804 1807, 

W. Tittel. J. Br�n<lel, B. Gisin, T Herzog, H. Zbinden, and N. Gisin, 
·'Experimental demonstration of quantum correlations over more 
than 10 km'', PhysU:al Rer:iew A, 57 (1998} 3229-3232, 

but these papers arc difficult for non-physicists to read. You might want 
to look instead at the reviews 

Arthur L. Robinson, "'Quantum mechanics passes another test", 
Science, 217 (30 July 1982) 435-436, 

Arthur L. Robinson, "Loophole closed in quantum me<;hanics test", 
Science. 219 (7 January 1983) 40-41, 

Andrew Watson . .. Quantum spookiness wins, Einstein loses in pho
ton test'', Science. 277 {25 July 1997) 481. 
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A recent high-accuracy test of Bell's theorem is described in 

P.U. Kwiat, t::. Waks. A.G. White, I. Appelbaum, and P.II. Eberhard. 
"Ultra-bright source of polarization-entangled photons'·, Physical 
Review A, 60 ( 1 August 1999). 

6.4 Problems 

6.1 instantaneous communication. In your own words, explain why you 
cannot send a message instantaneously using the mechanism of ex
periment 6.1. If quantum mechanics were dctenninistic rather than 
probabilistic, yet the distant atoms still always left from opposite 
exits, would you then be able to send a message instantaneously? 
What if the operator of the left-hand Stern-Gerlach analyzer were 
somehow, able to force his atom to come out of the + exit'? (You 
might want to answer by completing the following story: "An eccen
tric gentleman in London has two correspondents: Ivan in Seattle 
and Veronica in Johannesburg. Every Monday he sends each cor
respondent a letter, and the two letters are identical except that be 
signs one in red ink and one in green ink. The instant that Veronica 
opens her Jetter, she knows . . .  :·) 

6.2 Qumital states for diswnt measurements. Mr. Parker is an inteJligcnt 
layman. He is interested in quantum mechanics and is open Lo 
new ideas, but he wants evidence before he will accept wild-eyed 
assertions. "T like the argument of cxpcri1nent 6.1," he says, ''but 
I don't like the idea that when the left atom is detecle<l, the right 
atom instantly jumps into the state with m! = -m8. J think that 
one atom is produced in the state m:c = +mo and the other atom is 
produced in the state mx = -mR, and that there are no instant state 
jumps." Show that Mr. Parker's suggestion is consistent with the 
observation that "the right atom leaves the + exit with prohability �
and similarly for the left atom". However, show also that if i t were 
true, then on about ! of the experimental runs, both atoms would 
emerge from their respective + exits. 

6.3 A probability found through quantum mechanics. ln the test of Bell's 
theorem, experiment 6.2, what is the probability given by quantum 
mechanics that, if the orientation settings arc different, the lwo 
detectors will flash different colors? 

--- ---
, Perhaps by magic powers. but not so magic as to change the fact that the two atom.� ;iJway� 

leave from op?Qsite exits. 
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6.4 A probability found through local determinisrn. The experimental test 
of Bc11's theorem shows that the postulated instruction sets <lo not 
exist. But suppose that they did. Suppose further that a given source 
produces the various possible instruction sets with the probabilities 
listed below: 

kind of atom going left 
(RRR) 
(RRG) 
(ORR) 
(RGG) 

probability of making such a pair 
1/2 . 
1/4 
1/8 
1/8 

If this particular source were used in experiment 6.2, what would 
be the probability that the detectors flush dilf crent colors? Hint: 
Compare the draft lottery problem 5.6. 



7 
Variations on a Theme by Einstein 

The previous chapter covered the most important aspects of the Einstein
Podolsky-Rosen conundrum. But some interesting new features have 
come up since Aspect performed his experiments, and I thought you 
might enjoy them� so rll mention two of them here. You n1ay skip this 
chapter without interrupting the flow of the book's argument. 

The results of the Aspect experiment were welcomed by most scientists 
as a final confirmation of the principles of quantmn mechanics� principles 
that had already been verified magnificei11tly 1n numerous experiments 
that were not as clean nor as easy to understand as the lest of Bell's 
theorem. But scientists also looked for possible flaws in the confirmation, 
and they found one. We have discussed an ideal experimenl, in which 
the source produces a pair o f  atoms and each tilting analyzer detects one 
of them. But in Aspect's real experiment. it often happened that after 
lhe source launched its atoms only one of the two atoms was detected, 
and sometimes neither of them were. This is not surprising : perhaps one 
of the atoms collided with a stray nitrogen molecule and was deflected 
away from its detector. or perhaps the detector electronics were pausing 
to reset after detecting one aton1 when a second atom rushed in. For these 
reasons, in analyzing his experiment Aspect ignored cases where only one 
atom was detected. But another possibility is that each atom is generated 
with an instruction set which could include the instruction ''don't detect 
me". If this possibility is admitted. then one can 1nvcnt local deterministic 
schemes that are consistent with Aspect's experimental results. 

Personally, I regard this objection as far-fetched. But either of the 
two proposed experiments described here would ovcrn1le this objection 
definitively, because both of them produce situations in which quantum 
mechanics predicts that something might happen, whereas local determin
ism predicts thal the same thing will never happen. Neither cxpcritnent 
bas been executed in its entirety, but work is in progress on both and the 

49 
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prefuninary results announced to date support quantum mechanics and 
oppose local determinism. 

7.1 The Greenberger-Horne-Zeilinger variation on the 
F,instcin-Podolsky-Rosen expcrj ment 

This experiment involves a source that ejects three atoms in an initial 
state that is hard to produce and even harder to describe. It is impossible 
for me to justify the prediction or quantum mechanics in a book at 
this level. For these two reasons I considered ignoring this experiment 
altogether in writing th is book. But there is a payoff so rich that I had 
to indude it: Wh�reas the lt:st of Bell's theorem gives a circumstance 
in which the quanta! probability for something happening is 50% while 
the local deterministic probability is more than 55o/o, the Greenhcrger
Horne -Ze ilinger (or GHZ) variation gives a circumstance in wh1ch the 
quanta1 probability is 1 and the local deterministic probability is 0. 

A top view of the Greenberger-Horne-Zeilinger experiment is sketched 
below. The source ejects three atoms in a special state, and each atom flies 

A 

t 

8 

off to its own detector. Like the detectors in the test of l3cffs theorem, 
each hox contains a Stern-Gerlach analyzer that �ll be tilted and set to 
various orit:ntations. But unlike the tilting analyzers used before, these 
analyzers can be set to only two orientations: the z dirccti<.m (vertical) or 
the x direction (horizontal). 
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;: 

Back panel of each Green bcrger
Home-Zeilinger detector, show ing 

x the two orientations for its inter
nal Stern-Gerlach analyzer. This 
analyzer is sel to orientation z. 

The orientations of the three analyzers are reported through a code like 
xxz, wh ich means that detectors A and B are set to x while detector C is 
set to z. As with the test of Belrs theorem (experiment 6.2, page 41), the 

detector orientations can be set after the atoms have been launched, wh ile 
they are still in flight toward the detectors. 

The predictions of quantum mechanics are: 

-

detector settings what happens 
{l) zxx odd number ( 1 or 3} go to + 
(2) xxz odd number (1  or 3) go to + 
(3) xzx odd number ( 1 or 3) go to + 
(4) zzz even number (0 or 2) go to + 
(5) other not used in this argument 

Thus whenever two analyzers are set to x and one to z, either all three 
atoms leave through the + exits of their respective analyzers, or else one 
leaves through the + exit and the other two leave through - exits. 

The argument for instruction sels 
I will give an argument based on line (l) of the prediction that makes 
it seem reasonable that each atom is launch�<l from the source with an 
instruction set, so that it will know wheU1er to go to + or to - when il 
reaches iL<i detector, regardless of what the settings of the detectors are. 
If you find this assertion reasonable already, you may skip the argument. 
Remember, however, that quantum mechanics maintains that this natural 

surmise is not correct, because an atom with a definite value of mx docs 
not have a definite value of m:. 

Suppose that I wished to measure the value of mx for the atom going 
to detector C. One way to do il would be by sett ing A to z, B lo x, and C 
to x, corresponding to line (1) of the prediclion. Then I ask what would 
happen if I used only the detectors at A and at 8, and forgot ahout the 
detector at C. (This despite the fact that it is the atom going to C that 
I'm interested in.) If detector A (set to z) measured +, and detector B 
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(set to x) measured +, then detector C (set to x) would have to measure 
+ as well, because according to line ( 1) of the prediction there 1nust be 
either one or three atoms going to +. So if the atoms going lo A and B 
come out through the + exit, then I don't need to actually measure mx of 
the atom going to C - I know what's going to happen at C merely by 
observing what had happened at A and B. 

In fact, the same is true regardless of how the atoms come out at A 
and B, as long as the detectors arc set to .:xx: 

outcomes at 
A B .. - -----
+ + 

outcome at 
c 
+ 

given + then 
+ 

+ 

In short, if the settings are zxx, then by reading the outcomes at A and 
B, I can determine the outcome at C. I don't need to actually put an 
analyzer at C. The same is true for other directions: reading the outcomes 
at 13 and C enables me to determine the outcome at A, and rca<ling the 
outc01nes at A and C enables me to determine the outcome at B. And a 
glance at the quantal prediction on page 51 will convince you that parallel 
statements holc!I if the 5:ettings arc xx.z or xzx. In short, lines ( 1 ), (2), 
and {3) of the prediction enable you to determine either nLz or mx of any 
atom merely by measuring appropriate quantities for the other two atoms, 
without actuaJJy touching the atom in question. 

Because the detectors don't communicate with each other, the natural 
interpretation of  this fact is that when an atom is launched from the source, 
it must already "know" how it will heh.ave at the detector, regardless of 
the setting of that detector. Such an ''instruction set" might be encoded 
into the direction of the atom's magnetic arrow, but it could conceivably 
be encoded in some strange or complicated way. In what follows 1 make 
no assumption about how the instruction set is encoded, only that it exists. 

The prediction of local delerminism 

I will write down the instruction set of all t hree atoms using a symbol like 

atom heading toward 
A B C ( + = + ) ...,. if set to z 

..... if set to .x 

This notation means that the atom heading toward detector A will leave 
through the + exit if that detector is set to z, through the - exit if it is set 
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to x. The alom heading toward detector B will leave the - exit regardless 
of setting. The atom heading toward detector C will leave the - exit if 

that detector is set lo z, the + exit if  it is set to x. 
Now I ask: \.Vhat instruction sets arc consistent \\-ith the quanta! 

prediction? We will examine the firsl four lines of the table on page 51 in 
tun1. 

Line (1)  of the tahle pertains to detector settings zxx, so i t  has nothing 
to say about what will happen if /\. is set to x, if R is set to z, or if" C i� 
sel to z. In the following table the instructions for such settings arc set 
to " ?''. Notice from the table that with these settings either one or three 
atoms leave through the + exi� and therefore the only instruction sets 
compatible with line (1) are the following: 

instruction sets consistent with line ( 1 )  ( �  ') ? ) ( ? : ? )  
( � ? 1 ) ( t : 1 ) 

Which of these instruction sets is consistent with line (2) of the quanta! 
prediction as well? We begin by considering only instruction sets of the 
type shown in the upper left above. Line (2) involves the setting xxz, so 
this reasoning will enable us to fill in the x (bottom) slot of column I\ and 
the z {top) slot of column C. We already know, from the entry above, that 
the atom heading for detector B will come out through the - exit. Since 
a total of either one or three atoms must come out through lbe + exit in 
this circumstance, then of the atoms heading for A and C, one must come 

out through + and the other through -. Thus the instruction set must be 
either 

or ( + ? - ) . + - -

The same game can be played with the other three types of instruction 
sets consistent v.rith line {I ), resulting in: 

( + 

( + 

instruction sets consistent with Jines ( 1 )  
·
and (2) 

? 

'} 

= )  ( =  � = )  
1 )  ( + : + ) 

-----

( + : + ) 
( ! : ! ) 
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From here it is easy to find the instruction sets consistent with line (3) 
of the quanta! prediction as well : 

instruction sets consistent with lines ( I ), (2), and (3) 

( + + + )  ( !  ( + + + ) ( =  = )  ( = : = )  ( + + + )  

! )  ( + + + )  ( !  ! ! )  
These eight, now completely determined, instruction sets are the only ones 
contiistent with the quantal predictions given in lines (1),  (2), and (3). 

Which of these eight instruction sets is consistent with line {4) as well? 
In line (4) the detectors are set to :::::, so only the upper row of the 
instruction sets are relevant. The instruction set shown in the upper left 
above would result in all three atoms leaving through the + exits of their 
analyzers. But according to quantum mechanics (see line (4} of the quanlal 
prediction on page 51), in this case an even number of atoms must leave 
+ exits. Three is an o<ld number, so the instruction set in the upper left 
above must be nilc:d out as inconsistent with the predictions of quantum 
mechanics. The instruction set in the lower right must be ruled out for 
the same reason. All the remaining instruction sets call for exactly one of 
the three atoms to leave through + exits. But one is also an odd nmnber ! 
In short: 

instruction -sets consistent with lines ( 1 }, (2). (3), and ( 4) 

NON E !  

Once again, the existence of instructions sets -- regardless of how subtly 
the instructions are encoded - is inconsistent with the predictions of 
quantum mechanics. 

7.2 Hardy's variation on the Eiostein-Podolsky�Rosen experiment 

This variation is  h arder to de::;cribe and 1 will not treat it in detail. It 
involves a source that ejects two atoms toward two different detectors, 
each o f  which can lbc tilted to two different angles; and an unusual initial 
state at the source. The experiment looks for a certain combination 
of events. The local deterministic prediction is that this combination 
will never happen. The quantal prediction is that it will happen with a 
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Fig. 7.L The golden rectangle. 
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probability of 9.017°/o. Thus if the combination happens in an expedment 
even once, then local determinism must be wrong. 

One thing that intrigues me about thi!i variation is the mathematical 
origin of the probability 0.09017 . . . .  The number is g5, where the constant 
g is equal to (.JS - 1 )/2 = 0.6180 . . . and is called ''the golden mean". 
If a line of length 1 is divided into two pieces so that the ratio of the 
length of the whoJc to the length of Lhe long piece is equal to the ratio 
of the length of the long piece to the length of the short piece. then the 
long piece will have length g. The ancient Greeks considered a rectangle 
of width 1 and height g to be the '"ideal"' {most beautiful) rectangle. 
The Parthenon in Athens, for example, has a height of g times it� width. 
Rectangles with these proportions also appear in the work of Leonardo 
da Vinci. Titian, and Mondrian. I n  addition the number is connected with 
the Great Pyramid, the star pentagram {which in one form appears in 
the American flag and which in another is said to call up the devil), the 
Fibonacci sequence. recursion relations, and with algorithms for locating 
the minimum of a one-variable function. But this is the first Lime I've ever 
seen it appear i n  quantum mechanics. 
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8 
Optical Interference 

8.1 Overview 

We have uncovered lhe first central pri nciple of quantum mechanics, 
which is that the �utcome of an experime11f cannot, in general, be predicted 
exactly: only the probabiliries of the Parious outcomes can he found. In 
particular, for the magnetic arrow of a silver atom, we know: 

If m: bas a definite value, then mx doesn't have a value. If you 
measure m'(, then of course you find some value, but no one 
(not even the alom itself!) can say with certainty what that 
value will be - only the probabilities of measuring the various 
values can be calculated. 

How do you like it? Do you feel liberated from the shackles of classical 
determinism? Or do you feel like Matthew Arnold, who wrote in Dm.:·er 
Beach that 

. . . the world, which seems 
To lie before us like a Jand of dreams, 
So various, so beautiful. so new, 
Hath really neither joy, nor love, nor light, 
Nor certitude, nor peace, nor help from pain; 
And we are here as on a darkling plain 
Swept with confused alarms of struggle and flight. 
Where ignorant armies clash by night. 

Regardless of your personal reaction, it is our job as scientists lo descl'ibe 
nature, not to dictate to it! 

In particular, we know that the model or a magnetic needle as an arrow, 
so carefully developed in chapter 2 and so correct within the domain of 
classical mechanics, must be wrong. I n  classicaJ mechanics, magnetic 
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needles behave like pointy sticks that precess in uniform magnetic fields 
and that both precess and move in non-uniform magnetic fields. We know 
that they don't behave this way in quantum mechanics, but we don't yet 
know how they du behave. We begin our search for their true behavior 
by examining what will tnrn out to be an analogous phenomenon, nainely 
interference in light. 

8.2 The interference of light 

Light does not always travel in straight lines. You can demonstrate this 
for yourself with no more equipment than your hand and a street lamp. 
Go out on a dark night and look at the street lamp through a V formed 
by two of your fingers. Bring your fingers closer together to close the 
gap of the V. Just before your fingers touch and totally block your view 

of the street lamp, you will see the image of the street lamp become 
wider and wider as the gap between your fingers becomes narrower and 
narrower. (Alternatively, squint at the street }amp · as your eye lids 
grow very close together. the image of the street lamp grows very broad.) 
This is because light "spreads out" when it passes through a very narrow 
slit : 

Even 1norc remarkable is what happens when light passes through two 
adjacent narrow slits, a phenomenon called "two-slit interference": 

light from light from light from 
slit a alone slit b al.one both slits 

t 
J!i 
• a • 

bl ' 
- p 
• 
• 
* 
'Ill 
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Tf only slit a were open: the light would spread out, as we have just seen, 
lo make a wide bright band centered behind slit a; similarly for slit b. But 
if hoth slits were open, then the light would break up into a number of 
narrow, very bright bands separated by complete darkness. Notice partic
ularly the situation at point P: This point is bright if either slit a or slit b 
is open, but dark if both slits are open� The term "interference·· is quite 
a ppropriate for the phenomenon at this point: the light coming from slit b 
does not "cooperate" with the light from slit a to make brightness at point 
P, instead it "interferes" with the light provided by a to produce darkness. 

You can demonstrate interference at home also, although the demon
stration applies to light passing through many slits rather than through 
just two slits. (The results for the two different cases arc actually quile 
similar.) A feather contains many parallel narrow sJits. If you view a slreet 
lump through a feather. you will see several images of the street lamp 
located side by side, and separated by darkness at points like point P. 

Ai1y explanation/description/recipe for this phenomenon must allow 
two sources of light to add up to darkness. I will describe two possibilities: 
the imaginary undulation and the imaginary stopwatch hand. 

8.3 The uodulatioo picture 

In this picture each !:>lit acts as a source of imaginary undulations -· 
like water waves except that there's no water. The undulations are close 
together: 15 800 wave crests per centimeter for red light, somewhat more 
for other colors. The total ··water surface motion., is the sum of the 
undulations from each source. The sensation of light brightness at a point 
is due not to the height of the "water" there, but due to the difference in 
height from crest to trough there. (Quantitatively. in fact. the brightness 
is proportional to the square of that dilTerence.) 

The figure below is a schematic diagram of the imaginary undulations 
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pro<luced by a single slit at a given instant. The thin lines mark the wave 
crests, the troughs (not shown in the diagram) fall half-way between the 
crest lines. As time goes on the wave crests travel to the right, and new 
crests emerge from the slit source to replace them. (At the particular 
instant shown in this snapshot, a new crest is just about to emerge from 
the slit.) 

The figure below similarly shows the imaginary undulations produced 
by a different single slit, located somewhat lower. 

What happens: when both slits are present? The figure below is similar 
to the two above in that it shows the situation at a single instant, but it 
differs in that th1e circles radiating from the two slits do not mark wave 
crests. Instead thre circles radiating from slit a mark where the wave crests 
would be if only slit a were present, and those radiating fro1n slit b mark 
where they would he if only slit b were present. The actual status or the 
water surface, i.e. the total "water surface motion", must be found by 
summing the undulation from slit a and the undulation from slit b. 

Point Q is located exactly half-way between slit a an<l slit b, so when a 
crest from a arrives there a crest from b arrives also, and the "water level" 
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is very high. Similarly the troughs from a reach point Q at the same time 
that the troughs from b do, so then the "water level" is very low. Thus 
the "water surface" rises and falls d ramalically al point Q, corresponding 
to intense brightness there. 

The situation at point P is very different. It is somewhat closer to slit a 
than it is to slit b, so when a crest from slit a arrives, the corresponding 
crest from slit b is still in transit, instead the contribution l'rom slit b is 
the preceding trough ! At point P the cres:ts from a arrive on top of the 
troughs from b. and the troughs from a arrive on top of the crests f.ro111 b. 
Indeed, the contributions from the two slits exactly cancel out at all tin1es, 
so the "water surface'' does not move at al� corresponding to cornplete 
darkness. Now you can see how, in this picture, two sources of light can 
interfere to produce darkness. 

8.4 The stopwatch hand picture 

Jn this picture each slit sends out streams of "photons" ("particles of 
lighf'). When the slit releases a photon, an imaginary stopwatch hand 
starts moving. For red light, the hand rotates 15 800 times every time the 
photon moves one centimeter. To find the brightness at any point, add 
the two stopwatch hands (one from each slit) by laying them tail to head. 
The "sum'' stretches from the tail of the first stopwatch hand to the head 
of the second stopwatch hand. The brightness at that point equals the 
square of the magnitude (ie. the "length") of the sum. 

/ 
I I I 1 I 

" / ---- ." 
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1t is traditional to start each stopwatch hland pointing to the right, i.e. 
to 3 o'clock, and to rotate it counterclockwise, but this is only conven
tion. Any other convention, as long as it is applied consistently, will 
find the same resulting brightt1css pattern. A stopwatch hand is also 
called a "rotating arrow", a ·'phasor", or, hy the cognoscenti, a "complex 
number". 

For example, in the two-slit situation d!cscribcd above, the stopwatch 
hand associated with photons that travel from a to Q starts pointing at 3 
o'clock, rotates three times, and ends up pointing to 3 o'clock again. (This 
is because the distance from a to Q is exactly 3/( 15 800) centin1ctcrs.) 
Similarly for the stopwatch hand associated with photons that travel from 
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a 

b to Q (which is exactly the same distance). The sum arrow is a long one, 
corresponding lo intense brightness. 

plus p · equals 

Turning our attention now to point P, we find that the arrow associated 
with photons traveling from a to P rotates three complete times. stopping 
at 3 o'clock. (The distance from a to P is again 3/(15 800) centimeters.) 
Mcanwhjle the arrow associated with photons traveling from b to P 
rotates three and a half times, stopping at 9 o'clock. (Because lhe dfatance 
from b to P is 3.5/(15 800) centimeters.) These two arrows add to zero, 

plus equals • 

corresponding to complete darkness. Again you �ee how this picture, like 
the wave picture, permits two sources of light to interfere and product: 
darkness. 

8.5 Philosophical remark 

There are no stopwatch hands, just as there is no water. Both of these 
pictures are noth ing but analogies mathematical schemes that permit 
us to calculate the brightness of the light striking various points. Yet both 
pictures give complete and accurate descriptions of the behavior of light. 
One scheme cannot be preferred over the other on scientific grounds., 
because both give exactly the same results for the brightness. Neither 
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scheme gives an underlying mechanism" that tells us "what's really going 
on". Neither, I suppose, is what God was thinking when he/she/it created 
the universe. If you want the answers to such questions, you 1nust consult 
a priest. not a scientist. 

8.6 Problems 

8.1 Adding arrows. Three stopwatch hour hands each have a length of 
five inches. One stopwatch hand points to noon (''due north"), the 
second to 3 o'clock (''due cast"), and the third to 1 :30 ("northeast"). 
How long is the sum of the three arrows, and in which direction does 
it point? Hint: This is the 1 :1 :J2 righl triangle again. 

8.2 Philosophical remark. Here are three different ways to add seven and 
sixteen: (1) Use arabic numerals 7 and 16. (2} Use roman numerals 
VII and XVI. (3) Put seven marbles in a box, put in sixteen more, 

then count all the marbles in the box. Which process is "really going 
on'' in addition '? 

• For an insi�htful di�1;ussion ahout mnthcm111ical algo1ri1bms i;s. clockwork mechanisms, see 
chapter 2. "The relation of mathematics to physics" of R.P. Feynman, TIU' Cl111rac/er of Physical 
I.aw (VflT 'Press. C'-<1mbridge. Massachusells, 1965). 
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Quanta) Interference 

We have seen that quantum 1ncchanics can only find probabilities and not 
certainties. Now we must find out how to work with these probabilities.* 
We will do this by examining the results of several expcrin1cnts performed 
with a new instrument, the inte1ferometer (also ca11cd an analyzer loop). 

The interferometer is a Stern-Gerlach analyzer followed by plun1bing 
that recombines the paths of ato1ns leaving from either exit. The design 

0 rtt� � 
' 

above is represented by the simple figure below. An interferometer must be 

constructed in such a way that the two branches arc absolutely identical. 
whence it is impossible to tell by examining the outgoing atom which of the 
two branches it went through. For example, the two branches must have 
exact ly the ::;ame length, because otherwise it would take an atom more 
time to traverse rthe longer branch. Because of this precise construction, 

• This book prescn1� the �tandar<l <lescription eof quantum mechani.:s. Other dc�criptions 11ntahly 
lhal of Da\•id Bohm - are also possible. But. as required by the Einstc:in-Podolsky-Roseu effect. 
all of lhe viable alternJative descriptions arc either probabilistic or non-Joe-di or both. 
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when an atom leaves the interferometer it is in exactly the same state 
as it was when it entered. This holds regardless of the interferometer's 
orientation. 

Thus the interferometer is an instrument that does nothing at all! The 
outgoing atom is the same as the incoming atom. It is hard to sec 
why anyone would want to build one. Of course it can be made to do 
something useful by blocking one of its two branches. For example, in the 
interferometer below the lower branch is blocked. so it behaves just like 
a vertical Stern-Gerlach analyzer with its bottom exit blocked: not aJI of 
the incoming atoms will go out, but each one that does ha<; mz = +mR. 

I will describe several experiments using the apparatus sketched below. 
In all cases the input atom has m� = +m8 (it has been gathered fron1 the 
+ exit of a vertical analy7er not shown in the figure). The atom passes 
through a horizontal interferometer, and then it is analyzed with a vertical 
analyzer. An atom leaving the - exit of the vertical analyzer is considered 
output, while an atom leaving the + exit is ignored. 

b 

r � � � . p v 
a 

1 ntermed1 ate 

9.1 Experiment 9.1: Branch a is blocked 

If branch a is blocked, then : 

.... 
+ 

-

The probability of passing from input to intermediate is !· 
TI1c intermediate atom has mx = -ma. 
The probability of passing from intermediate to output is 4. 

output 

The overall probability of passing from input to output is � x � = l· 
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9.2 Experiment 9.2: Branch b is blocked 

If branch b is blocked, then the experiment proceeds exactly the same as 
experiment 9.1, except that the intermediate atom has mx = +m8. 

9.3 EX]>eriment 9.3: Neither branch is blocked 

Analysis A.  (Using the Jaws for compound probability.) 
The atom goes from input to output either through branch a or 

through branch b. 
It goes through branch a ·with probability !- or through branch b 

with probability !, so the overa11 probability of passing from 
input to output is � + ! = !· 

Analysis B. (Using the fact that an interferometer passes atoms un
changed.) 

The probability of passing from input to intermediate is l .  
The intermediate atom bas m.: = +ma. 
Any such atom leaves the + exit of the vertical analyzer, so . . .  
The overall probability of passing from input to output is 0. 

A tnonumental disagreement ! Which analysis is correct? Experiment 
confirms the result of analysis B, but what could possibly be wrong with 
analysis A? Certainly ! + ! = � is correct, certainly the rule for compound 
probability (which is embodied in the second sentence) is co1TCct. The 
only possible error is in the first sentence : �·The atom goes either through 
branch a or through branch b.n This common-sense assertion must 
be wrong! Indeed, if the atom passed through branch a then al the 
intermediate stage it would have a definite value of mx = +mR. but we 
know that this intermediate atom has a definite value of mz so it can'l have 
a definite value of mx. The interferometer. which seemed so useless just a 
moment ago, is in fact an extremely clever way of correlating the pnsition 
of an atom with its mx: if mx = +mR, then the position is in branch 
a; if mx = -mB, then the position is in branch b. Since the incoming 
atom lacks a definite value of mx, it must lack a definite position as well. 
The English language was invented by people who did not understand 
quantum mechanics, so it doesn't have an accurate concise way to describe 
\\-·hat is going on in this experiment. The best approxin1ate phrase is .. the 
a.tom goes thrQugh both branches''. 

This conclusion seems patently absurd. Actually it is correct, and it 
seems absurd only ff one thinks of an atom as being like a marble, only 
infinitely smaller and infinitely harder. In raet an atom is no more a 
small hard marble than an atom's magnetic needle is a pointy stick. These 
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classical ideas are simply wrong when applied to very small objects. But 
r <lon'l expect you to take my word for it Let's perform an experiment 
in which we actually look at the two branches to see whether the atom is 
going through branch a. branch b, or both branches. 

9.4 Experiment 9.4: Watching for atoms 

In this experiment neither branch is blocked, but we train a powerful 
lamp on each branch to see whether the atom passes through branch a or 
through branch b. Inject an atom into the apparatus - a moment later 
we see a glint of Ii ght at branch b:  the atom is going through branch b. 
Another atom, a glint at b again. Then H glint at a> then b again, then al 
a, etc. Never do we see, say, two weak glints, om: al a am.I the other at b. 
"Ab ha!" you say, "So much for your metaphysical nonsense, Mr. Styer. 
Our observations show that the atom is going either through branch a or 
through branch b, and never through 'both', whatever that may mean." 

True. Bul now look at the probability of passing from input to output. 
For unwatched atoms (experiment 9.3), that probability is 7.ero. For 
watched atoms (experiment 9.4), that probability is !- If an atom is 
watched, then it does go either through branch a or through branch b. 
analysis A is correct, and half the atoms do leave the output ! In fact, when 
the glint is seen at branch a then the intermediate ato1n has mx = +m11, as 
can be confirmed by replacing the vertical Stern-Gerlach analyzer with a 
horizontal one: an atom that causes a glint at branch a wi11 always leave 
through the + exit of a horizontaJ analyzer, while one that causes a. glint 
at branch b wiJ1 always leave through the - exit. 

Clearly a "watched" (or ''observed") atom behaves differently from an 
unwatched atom. Much silliness has been written concerning the subject 
or precisely what constitutes an observation. Suppose, for example. that 
we train the lamps on the interferometer but turn our backs and don't 
look for the glints. Have the atoms been watched or haven't they? What 
if the glints are watched by cats rather than by human beings? Such 
questions arc most easily answered by considering a paraJlel experiment. 
Suppose we turn our backs on the glints but record them on a movie. 
Now suppose the movie is played back. to either a human or a feline 
audience. one hour after the experiment is nnished. Certainly by this Lime 
it is too late to change the way atoms exit from the vertical analy7er! I n  
fact the significant question is not whether someone actually sees which 
branch an atom takes, but whether it is. in principle, po�.'iible to determine 
which branch an cttom takes, regardless of whether any human actually 
takes advantage or that possibility. (Sometimes the term "registered" is 
used instead of "observed'' or "measured" to emphasize that no human 
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involvement is required.) From this perspective, the blocks in experiments 
9.1 and 9.2 arc simply ways to determine which branch the atom took: 
if the atom emerges while branch a is b]ocked, then it must have taken 
branch b. (I warn you, however, that it is not always easy to decide 
whether or not an observation is ''in principle possible", nor to uncover 
the exact moment at which an observation is made.} 

Perhaps you think that the ''problem" with experiment 9.4 is that the 
atoms arc being disturbed by the intense light. An atom is a tiny thing, 
after all, and perhaps the blast of light is simply pushing h around 
uncontroJlably. This thought inspires the next two experiments. 

9.5 Experiment 9.5: Watching for atoms at branch a only 

In this case the intense light is trained only on branch a, so it cannot 
possibly disturb an atom that passes through branch b. As an atom passes 
through the interferometer there is either a glint al a. which means that 
the atom has passed through branch a, or else there is no glint at all, 
which means thal the atom has passed through branch b. Since it  is 
possible to determine which branch the atom passed through, the results 
are exactly the same as those of experiment 9.4. 

9.6 Experiment 9.6: Watching for atoms with dim light 

Althougl1 the light is dimmer, the glints are exactly the same! (This is 
because each glint corresponds to exactly one photon.) When the light 
is dim, however, some atoms pass through the interferometer \Vithout 
producing a glint at all. Careful analysis of the experimental resulls 
shows that an atom which produces no glint behaves just as if it were in 
experiment 9.3 {unwatched atoms), while one which does produce a glint 
behaves just as if it  were in experin1cnt 9.4 (watched atoms). 

9.7 Is measurement magical'! 

How can the behavior of an atom depend upon whether or not it is 
being watched? Can't watching happen without the atom being af
fected'! No. The only way to ohserve/mcasure/watch a syslem is to 
inAuence/disturb/alter it in some way. Consider1 for cxample1 a ball 
tossed upward in a room with ceiling lamps. If the lamps are off, the hall 
will ascend to a certain height. If the lamps are on, then the light will press 
down on the balJ and it will attain a somewhat lower height. This cff ect 
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is negligible if the ball is a basebaut but important if the ball is an atom. 
because it is much easier to push an atom around than a baseball. (Notice 
that it is the presence of light, not of watchers, in the room that makes 
the difference. Once again. the important issue is whether the observation 
is possible in principle, not whether a person - or a cat - happens to 
lake advantage of lhat possibility.) 

This is not to say that al1 questions concerning quantal measurement -
and concerning its si ster subject, tbe classical limit of quantum mecllanics 
- are completely solved and pat They are not. Consider the questjon of 
the Stern-Gerlach analyzer vs. the Stern-Gerlach interferometer. I n  the 
first device, the atom emerges from one exit or the other but not both. I n  
the second device, the atom goes through one branch o r  the other or hoth. 
But the front half of an interferometer is exactly the same as an analyier! 
How does the atom ''know" that in the interferometer the two branches 
will ultimately be recombined ?:t Questions like Lhcsc arc far inorc subtle 
than they appear, and are the subjec,1 of current investigation. Although 
measurement is not magical, it still holds mysteries. 

9.8 Understanding 

Whenever I lecture concerning the topic of this chapter, students approach 
me afterwards and say ''I followed the lecture, but I just don't understand 
it. " When I delve into exactly what is disturbing these students, it usua11y 
turns out to be one of two conceptual roadblocks: either the student 
simply finds that this behavior is unfamiliar and unexpected, or else (s)hc 
is seeking a mechanism which underlies the behavior.§ 

This behavior certainly is unexpected, but that doesn't mean that it is 
wrong. If you were born in orbit in a space station and landed on earth 
for your sixteenth birthday, then you would find gravitational attraction 
unfamiliar and unexpected. But it is not wrong lo feel that way. Indeed 
gravity truly is a mysterious force ! Many people feel more co1nfortablc 
with a new phenomenon if it is given a name. The strange attraction of 
remote bodies is called ·'gravity'·. Perhaps: it will comfort you lo know 
that the strange phenomenon described in this chapter is called "quanta] 
interfere nee"_ 

• lnd1..-cd, the dTcct is small cnoug.h that many people don't know it exists. llowcver, all sci.ence 
fiction buffs have read stories about spaceships driven by the; sunlight n:Occtcd from huge 
gossamer sails. 

:; Thi� is the cuntcnt or the sv·callcd ··schrooingcr's cat- paradox. 
� Another discussi(m of the meaning of .. understanding'" in sdcncc is given by R.P. Fcy1.11rnrn 

in QT'.D: The Strange Theor}' of f..iglu and .vlalll'r !Princeton L'nivcrsity Press, Princeton, New 
Jersey. 198.51. pages 9-10. 
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What is the mechanism that underlies quantal interference? People ask 
this question thinking that there is some explanation of the sort: "An atom 
is made up of two bricks held together with a rubber band, and when 
the rubber band hits the wall of branch a then the two bricks oscillate 
back and forth and . . .  ". But an atom is not made up of bricks and 
rubber bands. lnstead bricks and rubber bands are made up of atoms! 
The Einstein-Podolsky-Rosen arguments show that no local deterministic 
mechanism, no matter how intricate, can lead to the resuhs of quantum 
mechanics. As fa.I as anyone knows, there is no mechanism. This is simply 
the way the universe works. 

9.9 References 

The idea that interference lies at the heart or quantum mechanics was 
recognized from the the founding or the subject in the 1920s, but it has 
been emphasized most notably in theoretical treatments by Feynman. Sec, 
for example, 

R.P. Feymnan, The Character of Physical Law (MIT Press. Cam
bridge, Massachusetts. 1965) chapter 6. 

R.P. Feynman. QJ:;D: The S1range Theory of Light and ,1\1atter ( Prince
ton University Press, Princeton. New Jersey, 1985) pages 77-82. 

R.P. Feynman. R.R. Leighton, and M. Sands, The Feynman Leczures 
on Phy.�ics volume HT:  Quantum 1'4echanics (Addison-Wesley, 
Reading, Massachusetts, 1965) chapters 1 and 5, 

R.P. Feynman and A.R. Hibbs, Quantum :\1echanics and Path lnce-
grals (McGraw�Hill, New York, 1965) chapter 1 .  

Interference experiments using photons have been performed in the laho
ratory for centuries. But laboratory (as opposed to "thought experiment") 
inlerferon1eters that use matter rather than light are relatively young. An 
accessible description of an early experiment is 

D.M. Greenberger and A.W. Ovcrhauser, ·'The role of gravity in 
quantum theory'', Scientffic American, 242 (5) (May 1 980) 66 76, 
186. 

This interferometer employc<I neutrons and its builders used it to inves
tigate the effects of gravity. Interferometers using matter have grown 
steadily more sophisticated. This growth is reviewed in 

Barbara Levy, ''Atoms are the new wave in interferometers .. , Physics 
Today. 44 (7) (July 1991) 17=20. 

and it has culminated, at least for the mon1ent. in the actual execution of 
the experiments suggested so long ago as theoretical exercises by Feynman: 
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A. Tonornura, J. Endo, T. Matsuda. T. Kawasak� and I I. Ezawa, 
··oemonstration of single-electron buildup of an 1nterforence pat
tern", American Journal of Physics. 57 ( 1989) 1 1 7-120. 

R. Gahler and !\, Zeilinger; "Wave-optical experiments with very 
cold neutrons", American Journal of Physics, 59 (1991) 3 1 6-324, 

Michael S. Chapman, David £. Pritchard, el al., "Photon scalter
ing from atoms in an atom intcrforometer: Coherence lost and 
regained", Physi�:al Revie1v Letters, 75 (1995) 3783-3787, 

E. Buks, R. Schuster, M. l leiblum, D. Mahalu, and V. Umansky, 
.. Dephasing in electron interference by a ·which-path' detector", 
Nature, 391 (1998) 871-874. 

The research questions eonccn1ing measurement and the classical limit, 
touched upon in section 9.7, are discussed in more detail and at various 
technical levels in 

J.A. Wheeler and W.H. Zurek, editors, Quantum Theory and ."A.tfeasure
ment (Princeton University Press, Princeton, New Jersey, 1983) 
especially pages 184-185, 

A.J. Leggett, '·Schrodinger's cat and her laboratory cousins", Con
temporary Physics, 25 (1984) 583-598, 

Eric J. Heller and Steven Tomsovic, ''Postmodern quantum mechan
ics'', Physics Today. 46 (7) (July 1993) 38 46, 

V. B. Braginsky and F.Ya. Khalil� "Quantum nondemolition measure
ments: the route from toys to tools", Rei;iews of Afodern Physics, 

68 (1 996) 1-lJ' 
Paul Kwiat, Haro1d \Vcinfurter, and Anton Zeilinger, "Quantum 

seeing in the dark'', Scient(fic American. 275 (5) (November 1996) 
72-78, 

Serge Haroche, "E ntanglement. decohcreoce and the quantum/clas
sical boundary", Physics Today, 51 (7) (July 1998) 36-42. 

Anyone who remembers the American presidential election of 1992 
(Bush us. Clinton vs. Perot) will enjoy the many insights. concerning both 
physics and politics. to be found in 

N.D. Mermin, "Two lectures on the wave-particle duality", Physics 

Today, 46 { l )  (January 1993) 9-11. 

9. 10 Sample problem 

In the apparatus sketched on the next [page, atoms with m;; = +mil 
are passed through a horizontal interferometer (number 1) then a vertical 
interferometer (number 2). If all branches are open, lOOo/o of the incoming 
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2a 

Fig. 9.1. Two interferometers. (Sample problem on page 71.) 

l� 

atoms exit from the output. What percentage of the incoming atoms leave 
from the output if the following branches arc blocked? (The C:1to1ns arc 
not observed as they pass through the interferometers.) 

(a} 2a 
(bJ 2b 
(c) 1a 

(d) 1 b  
(c) 1 b  and 2a 
(f) 1a and 2b 

Solution 
Only two princi pies are needed to solve this problem : First, an atom 
leaving an unblocked interferometer leaves in the same state that it was in 
when it entered. Second, an atom leaving an interferometer that has one 
branch blocked leaves in the state specified by the branch through which 
it passed. regardless of what its entry state was. Use of these principles 
gives the solution on page 73. Notice that in changing from situation (a) 
to situation (e), you add blockage, yet you increase the output! 

9.11 Problems 

9.1 Terminology. Why are the phenomena described in this chapter better 
called "aton1 interference" rather than "the interference of atoms'"! 

9.2 A different inrerference setup. If the apparatus sketched on page 65 
were changed so that atoms Leaving the - exit were ignored, and 
atoms leaving the + e xit were considered output, theL1 what would be 
the probability of an atom passing from input lo output if (a) branch 
a were blocked, (b) branch b were blocked, or (c) neither branch 
were blocked. 

9.3 Three inte1jerometers. Atoms with m: = +mB pass through a horizon
tal interferometer, then a vertical interferometer. then a horizontal 

interferometer, as shown on page 74. What percentage of the in
coming atoms leave from the output if the following branches are 
blocked'! (Tbe atoms are not observed as tht:y pass through the 
interferometers.) 
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;�,.....,,.____,>- S-.--� u1. ___..,>, -fl r 11 
(a) 3a 
(b) 3b 
(c) 2a 

1b 

fig. 9.2. Three interferometers. (Problem 9.3.) 

(d) 2b 
(e) 1b  
(f) 2a and 3b 

(g) 1b and 3b 
(h) 1b and 3a 
(i) 1b and 3a and 2a 

(Note that in going from situation (h) to situation (i) you get more 
output from increased blockage.) 

9.4 Paradox ? 

(a) The year is 1 492, and you are discussing with a friend lhe radical 
idea that the earth is round. ·'This idea can't be correct," objects 
your friend, ''because it contains a paradox. If it were true, then 
a traveler moving always due east would evcntual1y arrive back 
at his starting point. Anyone can see that that's not possible!" 

Convince your friend that this paradox is not an internal incon
sistency in the round-earth idea. but an inconsistency between 
the round-earth idea and the picture of the earth as a plane, a 
picture which your friend has inten1alized so thoroughly that he 
can'l recognize it as an approximation rather than the absolute 
truth. 

(b) The year is 1 992, and you are discussing with a friend the radical 
idea of quanta} interference. ''"This idea can't be correct," objects 
your friend, '·because it contains a paradox. If it were true. 
then an atom passing through branch a would have to know 
whether branch b were open or blocked. Anyone can see that 
that's not possible !" Convince your friend that this paradox is n(.)t an internal inconsistency in quantum mechanics. but an 
inconsistency between quantal ideas and the picture of an atom 
as a hard little marble that always has a definite position, a 
picture which your friend has internalized so thoroughly that he 
can't recognize it as an approxima1ion rather than the absolute 
truth. 

(Jf you cannot solve this problem now. then come back to it after 
reading section 1 5.2. ··what docs an elecu-on look like'r') 

9.5 De:/inite position. "It is absurd." Mr. Parker says, '·to think that Hn 
atom might 11ot have a definite position. It's not just atoms and 
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pos1tlons, but anything must have a definite value for any of its 
attributes.'' You know that a glass prism splits white light up into its 
co1nponent colors. Convince Mr. Parker that a prIBm doesn't have a 
definite color. 

9.6 A1isconceptions. In his book In Search v.l Schrodi11ger's Cat, John 
Gribbin describes an experiment similar to our interferometer ex
periments, and concludes that ··unless someone looks, nature herself 
does not know which hole the electron is going through". Which two 
misconceptions are embodied in this sentence? 



10  
Amplitudes 

10.1 The amplitude framework 
� 

r + I A v 
- outp ...... ut 

. 

Recall from the first three quanta! interference experiments (pages 65 67) 
that in the above apparatus, the probability of pa<>sing from the initial state 
(at input with m: = +mB) to the final state (at output with m1 = -m.e) is 

situ a lion probability 
branch a o_p_e

_
n __ o..__1 /4--

branch b open 1/4 
both b�.anchcs open 0 

--=-=== 

Clearly the probability of passing through both branches does not equal 
the sum of the proba bility of passing through branch a plus the probability 
of passing through branch b. On the other l1a nd, it seems natural to ascribe 
the total probability to some sort of an "influence through branch a'' plus 
an "influence through branch b''. {Recall that optical intcrforence was 
described by a similar picture, where the "influence through a slit" was 
either the undulation due to that slit or the stopwatch hand associated 
with a photon passing through that slit.) It somehow seems unscientific 
to call these things "in11uences", a. word beloved by mediums and witches, 
so they �re called ··.amplitudes·' {or sometimes ''probability amplitudes"). 
At the moment the existence of' amplitudes is nothing but a reasonable 
surmise, but this guess will turn out to be an cxcelJent one, supported by 
reams of evidence (lo be reviewed later in this chapter). For now. however, 

76 
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our task is to firm up the concept of amplitudes. and, in particular, to 
find a mat hematical representation for them. 

The salient feature of ampJitudcs is that the sum of an "amplitu<lc 
to pass through branch a" plus an "amplitude to pass through branch 
b" can lead to a total probability of zero. Thus an amplitude cannot 
be represented by an intrinsically positive number, because two positive 
numbers cannot add up to zero. There are, however, many classes of 
mathematicaJ entities for which two elements of the class can add to zero. 
One such class is the reaJ numbers, as demonstrated by {+0.7)+(-0.7) = 0. 
We will see in  section 1 1 . l that the cJass of real nurnbers cannot adequately 
represent all possible amplitudes. Instead, amplitudes must be represented 
by two-dimensional arrows· similar to the rotating stopwatch hands of 
the optical interference experiment (section 8.4). I f  there are ::;evcral ways 
of going from the initial to the final slate, then the "total amplitude'' for 
doing so is just the sum of the several individual amplitudes, where arrows 
are summed by placing them tail to head as described on page 6 1 .  The 
probability of going from the initial to the final state is just the square of 
the magnitude of the total amplitude arrow. 

Let us see how the general ideas of amplitudes and probabilities pre
sented above can explain the first three quantal interference experiments 
from the preceding chapter. The amplitude to go from input to output via 
branch a is represented by an arrow of magnitude � pointing right: -+ . 

.. 

The amplitude to go from input to output via branch b is represented by 
an arrow of magnitude ! pointing left: +-. When both branches arc open, 
the total amplitude is represented by the sum of the two arrows, which is 
just an arrow of magnitude zero. 

situation sum of amjpli�udcs probability 
--br_a_n-ch a open -+ 

__ __,;;__ I / 4 
branch b open +- 1 /4 

both branches open 0 

Now we can firm up the vague phrase ··the atom goes through both 
branches" introduced in the last chapter. Its precise meaning is simply 
that there is an amplitude for the atom to go through either branch. 

Technical aside: The above paragraph iJlustratcs important gen
eral techniques for assigning amplitude arrows. The magnitude 
of an arrow can be fixed by knowing the corresponding proba
bility, because the magnitude is jusc the square root of the prob-

• The�.: amphlude arrows un: no1 re.lated to the.: magnetic needle nrrows intmduc.:c.:d in ch>tpt.:1 2. 
This book represents mlignetic needles by arrows with filled arrowhe;ids und amplitudes by 
arrowll with open lirrowbt!lldS. 
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ability. (In the situation above, ! = J !-) The angles between 
the arrows arc harder to find: they must be uncovered through 
the results of interference experilnents. Section 1 1 .1  (page 86) 
works out such an assignment problem i n  some detail. 

Amplitude arrows are mathematical tools that permit the computation 
of probabilities, they arc not physical entities that arc actually located 
in space and observable if only you were to look hard enough_t You 
must not think that there are two real live physical arrows out there, 
one flying through branch a and the other flying through branch b. For 
one thing, the amplitude arrows are dimensionless - an arrow is not � inch long or 1 millimeter long, it is just � long. For another, the 
orientation or 1he arrows is not specified exactly. l f each arrow in any 
given problem is rotated by the same angle, then the sa1ne probabilities 
will result. The association between the physical entity (an amplit ude) and 
its mathematical representation (an arrow) is not unique.+ Finally, we will 
see in section 1 1.2 (page 91) that amplitude arrows must often be assigned 
to composite processes, such as the mol1on of two particles, where it is 
impossible to associate an amplitude with a single particle. 

We have uncovered the second - and last - central concept of quan
tum mechanics : The probabilities <?f various outcomes arise through the 
inle�ference of amplitudes. This is a good place to summarize our entire 
discussion. 

A summary of all quantum mechaoics 
The question of quantum mechanics : 

\Vhat is the probability of going fr-0m one state to another'? 

The framework for answering that question: 

( 1 )  Enumerate all ways of going between the two states. 
(2) Assign an amplitude (an arrow) lo each way. 
(3) Add up all the arrows (place arrows tail to head, the sum stretches 

from the first tail to the last head). 
(4) The probability is the square of the magnitude of this sum arrow. 

This list is a framework rather than an actual tecipe for answering 
the question because it doesn't say how to perform the assignment of 

t lndt:ed, it L� possibEe 10 find schemes for calculating the outcome probabilities 1hat do not make 
u:;e of ;unplitudc anows at all. One such schtme - which is somewhat like the ··wa1cr wa\'e·• 
scheme for CAlculacin� the interference c!Tet:l:> of lighl was invcn1cd by David Hohm. 

1 'I his is not so unusual a� )OU mis.ht 111 first lhink. For example. the relationship hct\\ec:n lens1h� 
and positive numbers •� not unique. The same length i� represented by both 2 (feet) :ind 24 
iinchesJ. 
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amplitudes to ways required hy point (2). Physics 1najors spcn<l many 
years learning the ntles for assigning amplitudes. (As well as learni ng 
how to guess which rules might apply in situations that have not yet been 
encountered !) For this book, I will just tell you the appropriate rules as 
they are needed. (If you ask your physicist friends about rules for assigning 
amplitudes, they won't know what you're talking about. That's because 
they use the technical phrase "the Hamiltoniru1 (or the Lagrangian) for the 
system" instead of the phrase ·'the rules fo r  assigning amplitude arrows".) 

Another proble1n with implementing this framework is less obvious. 
What, precisely, is meant by a "state''? This is another question lhal 
can require considerable thought and cxpcrjmentation lo answer, and for 
which the answer is sometimes surprising. For the "unwatched" atoms 
considered so far in this chapter. the ::;talc is specified as. for example, 
"an atom leaving Lhc - exit of the vertical analy7.er". Bul for •·watched" 
alo1ns, the state specification must give i nformation about bot.h the atom 
and the photon that interacted with it This is how the results of quanta! 
interference experin1ents 9.4 through 9.6 on pages 67-68 can be worked 
inlo this framework. 

For example. part A of figure 10.l (next page) shows an atom \.\tJlh 
m; = +m8 entering an interference apparatus while a photon approaches 
branch a to observe the atom. (ln the figure, the atom is represented 
by a dot and the photon hy a square.) If the aton1 is observed lo pass 
through branch a (photon is deflected, as in situations B and C) then the 
intermediate atom has mx = +m8 and lhe aton1 could leave Lhrough either 
the + or the - exit of the vertical analyzer. If the atom is not observed 
(the photon misses. as in situation D) then the intermediate atom has m� = 

+m8 and the atom must leave through the + exit of the verticaJ analyzer. 
Thus there is some amplitude to go from state A to state B. and some 
amplitude lo go from state A to state C. but no amplitude to go from state 
/\. to state D. But states B and D are exactly the same as far as the atom is 

concerned, lhcy di.ff er only in the photon. Thus to specify a "state" in this 
circumstance you must give the position of both the alom and the photon . 

.Fina11y, the framework is imprecise about the meaning of "way". Sup
pose an atom moves from point A to point 8. This could be done through a 
direct. straight line route, or it could be done via a detour lo London. Both 
of these paths arc "ways�' to perfc)tm the move and both must be consid
ered. But there are other. less obvious, ways. I-or example, the atom could 
leave point A, move toward B, emit a photon, move toward B a little more, 
reabsorb that same photon. then continue its journey on to point B. Or 
it could leave point A intact. break into three pieces and then reassemble 
before getting to point B. Do such bizarre mechanisms constitute "ways 
lo go from the in1tial to lhc final state"'? Yes they do. Most of the time. 
however, such truly bizarre ways can be ignored for practical purposes 
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Fig. JO. I .  Various states for an atom being observed as it passes through 

an interferometer. To specify a state, you must give the position of the photon 
{represented by a square) as well as the position of the atom (represented hy a dot). 

because ( l )  ihe arrows associated with such ways are quite small indeed 
and (2) there are a host of other ways that arc similar to. say, the three
pieces way (for example, the atom breaks into four pieces) and the var1ous 
arrows from this host of similar ways poiril in all different directions, so 
when they are all added together they lend to cancel each other out. 

10.2 Evidence for the amplitude framework 

In the Einstein-Podolsky-Rosen experiment we found a single definitive§ 
experiment which proved that classical mechanics {or any other local 

§ That is, definiti\·e except fur the considerations mentioned on page 49. II is a characteristic 
of �i:iem.:e thut aJI i:xpi.:rimcnts involve error and thus lllat 110 experiment ··- and no scientific 
statement is nbsoluw/.1' definitive. 
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deterministic scheme) must be incorrect. It  would be nice to present now 
a definitive experiment which proves that the amplitude frarnc\vork is 
correct. This cannot be done. One experiment can prove a general idea 
wrong, but no number of experiments can prove that idea right. This is 
the nature of a general idea: it is supposed to work in all cases, so if it 
fails in a single test it must be wrong, hut if it passes a million tests it 
might still fail the million and first tcsl (To prove that rhinoceroses exist, 
you only need to find one rhinoceros. To prove that unicorns do not exist, 
you need to scour the earth and find none. ) Because general ideas cannot 
be proven correct, I will instead present an overview of the many and 
various situations to which the amplitude framework has been applied. 
and for which it ha-; never yet been found wanting. 

object 
person 

fly 
hair width 
bacterium 

DNA width 
atom 

nucleus 

quark 

Planck length 

approximate size 
10° meter 
10-2 meter 

10-4 meter 

1 0  6 meter 
10-11 meter 
10-10 meter 
10-12 meter 
10-14 meter 
10-16 meter 
10-1 8  1ncter 
10-20 meter 
10 22 meter 
10-24 meter 

10-26 meter 
1 0-28 meter 

10· 30 meter 
10-32 meter 
10 · 34 meter 
10-36 meter 

I approach this overview through the above list of objects of various 
sizes. A person is about two meters taU, so a person is listed on the length 
scale of I meter = 10° meter. (Of course, not all people are the sa.me 
size, and even if they were, two meters is not the same as one meter. But 
this list is just a rough guide. This table goes down to objects that are 
much smaller than atoms, and the bac;ic point - that people are a whole 



lot bigger than atoms - is made whether people are listed as about one 
meter tall or about two meters tall. I The list goes to smaller and smaller 
lengths until it reaches microscopic objects that were not discovered until 
the end of the nineteenth century. There is a wide range of lengths here 

- a person is a million times bigger than a bacterium - but classiC<1l 
mechanics is able to explain phenomena at all these length scales. 

But here the domain of classical mechanics ends. The structure of atoms 
was under intense investigation in the 191 Os and 1920s, and everyone's 
first though t was of course to apply classical mechanics to these new 
length scales. Everyone did, and the results were catastrophic - classical  
mechanics made a number of patently incorrect predictions about atomic 
phenomena. Physicists first attempted to work within the framework of 
classical mechanics by invoking new force Jaws within the old framework 
to explain the new observations. These attempts failed. Then they tried 
to make the smallest possihle modifications of the cJassical rramework. 
Eventually these attempts failed also, and physicisls were forced to develop 
the entire new framework of quantum mechanics to explain these facts. lt 
took a long time growing, but once it arrived the amplitude framework, 
coupled with rules for assigning amplitudes, was able lo explain atomic 
phenomena with extraordinary accuracy. 

The story does not stop here, however. ln the t 930s physicists probed 
the even smaller world of the atomic nucleus. Many strange and wonder
ful phenomena were uncovered. There was talk that quantum mechanics 
wo\lld not be able to explain these new observations, and that it would 
have to yield to yet another framework. But no: after sufficient thought 
and experimentation it was found that the amplitude framework was ade
quate for explaining nuclear phenomena, although new rules for assigning 
amplitudes had to be developed. 

In the 1950s and 1960s the subnudear world was investigated in detail. 
New elementary particles were discovered, new and strange interactions 
were found. and there was talk that a new version of mechanics would be 
necessary to ex.plain an the observations. But after a while it was found 
that the quantaJ framework was perfectly adequate for the subnuclear 
world, once the proper rules for assigning amplitudes were uncovered. 
Now the nucleus is known lo be made or neutrons and protons. which 
in turn arc made up of quarks. Studies of quarks have led to measuring 
the shortest length ever cxperimentaHy investigated, about l 0-19 meter. 
This length is as small, relative to an atom, as an atom is small, relative 
to a person. A II the way down this staircase, the framework of quantum 
mechanics has proved to be adequate. 

But while experimentalists - for now - cannot look smaller than 
10 19 n1eter, there is nothing to stop theorists from speculating ahout 
even shorter length scales. Right now a lot of theoretical invesligation 



10.2 F:11idence for the amplitude framework 83 

centers on lengths .around 10-35 meter. the so-called Planck length, where 
quantum clTccts become importanc for the gravitational force. The Planck 
length is even smaller, relative to a nucleus. than a nucleus is, relative 
lo a person. In the 1980s theorists started to do calcuJalions concerning 
phenomena at this length scale, and all sorts of impossible things started 
to come out. There was talk that a new framework of mechanics would 
be needed to replace the quantal framework, but eventually new rules for 
assigning amplitudes were found that enable calculations to be performed 
consistently. These new rules go under the name of "superstring theory'', 
and they are very strange indeed : They predict a universe or nine spatial 
dimensions, six of which have curled up into little tubes so tiny that we 
don't notice them. ( In  fact, the little tubes are so tiny that atoms don't 
notice then1 either.) They describe a world where every particle has a 
complementary "sparticle", and where elementary particJes themselves are 
more like threads or handkerchiefs than like dots. Strange as this theory is, 
however, its newness falls entirely within the domain of rules for assigujng 
amplitudes - i t  employs exactly the same quanta) framework that was 
uncovered in the 1920s. 

In short, the framework of quantum mechanics has proven to be re
markably resilient, capable of explaining phenomena all the way from 
10-10 meter lo 10-35 meter. (In fact it also explains pheno1ncna at lengths 
above the atomic scale. because the�c phenomena are governed by dassical 
mechanics and, as we mentioned briefly in chapter l and will see in more 
detail in chapter 14, classical mechanics is nothing but an approxin1ation 
to quantum mechanics that is accurate only at large length scales.) It  
has often happened that new amplitude rules were needed to explain the 
new phenomena discovered when a new length scale was investigated, but 
so far such new rules have always slipped S6amlessly into the amplitude 
framework. 

What of the future'! V\'c can expect that physicists will keep ou in
vestigating new phenomena. We can expect that ne\V rules for assigning 
amplitudes will be uncovered. Will these new rules always fit into the 
by-now-familiar framework? It is of course impossible to know what will 
happen when these investigations are carried out, but my own guess is 
that the quantal framework is not the final word. My guess is that at some 
point someone will investigate a phenomenon - perhaps a newly discov
ered one, perhaps an old one that hadn't received the attention it deserved 
- and find that it cannot be tic into the quanta! framework, no matter 
how bard scientists attempt to force it in. When that happens, a new 
framework will have to be developed. If you don't like quantum mechan
ics, this might make you happy, b\1t watch out. It is my guess that thjs new 
framework will seem. to our classical sensibilities. even rurther away from 
common sense, even Jess intuitive, even stranger, than quantu111 mechanics. 
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10.4 Problems 

t 0.1 Burriers w understanding. {Compare problem 4. t 1 .) Di::,Linguish 
between ''a description of quantmn mechanics'', ·'an understanding of 
quantum mechanics", and "an explanation for quantum mechanics''. 

10.2 Logical comradiction vs. w;familiar L!isualization. For the magnetic 
needle of a si lver atom. we found that 

If f he atom's magnetic needle i-vere just like a classical arrow, 
then Lhe conundrum of projections would be much worse 
than a puzzle, i t  would be a logical contradiction. We are 
able to regain logical consistency only by abandoning the 
mental picture of a ma�netic needle as a pointy sr.ick. 

Change the three phrases in italics to produce a parallel statement 
concerning the position of an atom. 

10.3 Stares of observed atoms. Demonstrate that in figure 10.1 we cannot 
give an amplitude for the atom to 1nove from one place to another, 
but we must instead give an amplitude for the atom and the photon 
to move from their two initial positions to their two final positions. 
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Working with A mplitudes 

The first section of this chapter shows that the mathematical representation 
of amplitude cannot be as simple as a real number, but must be at least 
as complicated as a two-dimensional arrow. If you're willing to accept this 
as fact, then you may skip that rather technical and involved section. But 
in no case should you skip over the second section of this chapter, wh.ich 
makes a simple but subtle and important general point. 

Jll.1 AmpJitudc is repre:Sented by an arrow 

rm going to introduce one more type of analyzer: the "front-back 
analyzer'' (also called the "y analyzer"). This will be the last new analyzer. 
l promise. The left half of this analyzer is just like the left half of 
a traditional Stern -Gerlach analyzer, with its trad itional non-uniform 
magnetic field . But while the right half of the traditional Stern-Gerlach 
analyzer conlafos only plumbing to make sure the atoms come out parallel 
to the sides of the box, the right half of the front back analyzer contai ns 

also a magnetic field thal changes direc�ion slowly from place to place. 
Along the path towards the upper exit, the magnetic field starts by pointing 
straight up. A little farther on it tilts a bit to the right. The tilt angle 
of the field increases gradually unti1� just before the exit, the field points 
directly to the right. The path towards the lower exit is similar, except 
that in this case the field starts out pointing down and gradual1y tilts until 
it points direclly to the left. 

How does th is tilting field affect a passing atom? Only experiment can 
tell for sure, but the following arguments arc suggestive and turn out to 
give the correc1l answer. An atom that leaves the left half of the front-back 
analyzer through the upper branch has m: = +mo. that is, its 1nagnetic 
arrow is "more-or-less pointing up''. (I  use the qualifier .. more-or-less" 
just to remind you that atomic magnetic arrows don't point in the same 

86 
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non-uniform magnetic field 
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definite manner that sticks do.) So when it encounters the tilting magnetic 
field, the field is pointing in the same direction as the magnetic a1Tow. It 
seems reasonable that, as the atom gradually makes its way through the 
corridor of tilting field, the atom's magnet1ie arrow will be dragged right 
along with the field. Thus when the atom leaves the upper exit its arrow 
points djrectly to the right. In other words. an atom leaving the upper exit 
leaves with a definite value for the projection of its magnetic arrow on the 
y axis, namely my = +mB- (Note that this atom has a definite value of 
my, so it no longer has a definite value of m4 or mx.} Similarly, an atom 
leaving the lower exits leaves with my = -m8. As before, we package this 
apparatus up into a box inscribed with a distinctive syn1bol. 

'� 

�� + 
• I\ . 

m_¥= + 11111 
-or-

-

..... 

Repeated measurement experiments witli the ji·mu back analyzer 
Experiment 11.A.1. Measurement of my, then my again. 

�� 
+ 

+ I\ 

� >  v 
I\ v -

..... 

all 

none 
- . ..... ignore 

This experiment behaves exactly like the repeated measurement experi
ment 4.1 on page 23. An atom that leaves the + exit of the first analyzer 
(i.e. one with m.11 = +m8 leaving the first analyzer) will always leave the 
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+ ex.it of the second analyzer (i.e. it still has mr = +mB when entering 
the second analyzer). This experiment just confirms a very reasonable 
expectation. 

Experiment 11.A.2. Measurement of my, then my with a tilted front-back 
analyzer. 

+ 

ignore 

An atom found to have my = +m8 at the first analyzer is found to have 
my = +m8 at the second analyzer, regardless of the orientation angle 0. 
This is reasonable because tilting the front-back analyzer doesn't change 
the character of the output atoms : their magnetic arrows are ''more-or
less'' pointing front or hack, not up or down, so when the analyzer is 
tilted they're still pointing front or back. 

Experiment 1 1.A.3. Measurement of ntz, then m, with a tilted front back 
analyzer. 

m::.=;ms 
half 

r 
+ 

half 

ignore 

We still expect that tilting the front-back analyzer will have no effect. 
In other words, we still expect that the statistics of exit from the second 
analyzer will be independent of the orientation angle 8. Furthermore. 
because the direction "straight up" bears the same relation to the direction 
''directly right" as it does to the direction ''directly Jeff" you might expect 
that an atom with m: = +mR will have the same rclalion to an atom with 
m.v = +mB as i t  does to an atom with my = -mtJ. Experiments show hoth 
of these expectations to be correct : The statistics of exit from the second 
analyzer are that half leave the + exit and half leave the - exit, regardless 
of the angle 0. 
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+ -- half 

-- half 

Of course. tilting the second analy7,er to the right by lT' is equivalent 
to tilting the first analy�r to the left by 17°. We conclude that if an atom 
has a definite value for the projection of its magnetic arrow on any axis 
in the (x,.;) plane (that is. an atom in any of the states discussed before 
thi� chapter began: states like mz = +mR, m: = -ms. mt-.xJ = +ms, or 
m.w0 = -mB) and if the value of my i s  measured, then the chances are 
half-and-half that the atom will be found to have my = +mn or to have 
my = -m�. 

Inte1ference experimenrs � .. ·itli the front -back analyzer 

We can make an interferometer from a front-back analyzer just as we did 
from a Stem-Gerlach analy7.er. 

I will describe several experiments using the apparatus sketched below. 
In all cases the input atom has m:: = +m11. The atom passes through a 
vertical front-back interferometer, and then passes into a regular Stern 
Gerlach analyzer (not a front-back analyzer) tilted al an angle (J relative 
to the vertical. An a Lorn leaving the + exit of this analyzer (iu which case 
it has mo = +mB) is considered output; an atom leaving the - exit is 
ignored. The ato1n is not watched at either of the branches. 

a 

outpul 

b 
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Experim.em 11.  B.1. Branch a is blocked 

The probability of passing from input to intern1ediate is �· 
The intermediate atom has my = -mB· 

The probability of passing from intermediate to output is 4. 
The ovcraJ l probability of passing from input to output is f x � = ! . 

Experimenr 11.B.2. Branch b is blocked. 

This is the same as experiment 1 1.B.1 except that the intermediate 
atom has my = +mB. 

Experiment 11.B.3. Neither branch is blocked. 

The probalbility of passing from input to intermediate is 1 .  
The intermediate atom has mz = +mB. 
The probability of passing from intermediate to output is cos2(0 /2). 

(See figure 4.1 on page 27.} 
The overall probability of passing from input to output is cos2(0 /2). 

Given the results of these three experiments, we attempt to assign 
amplitude arrows to the two paths ''input to output through branch a'' 
and "input to output through branch b". The amplitude arrow assigned 
to "input to Ollltput through either branch'� will be the sum of these 
two arrows. We don't know the orientations of the arrows, but we do 
know that the naagnitudes of the three arrows must be i, �' and cos(0/2) 
rcspccti vcl y. 

Now, it is entirely possible (as demonstrated in the figure helow} to find 
two arrows of magnitude ! and ! that add up to produce a sum arrow of 
magnitude cos( e /2j for any angle e. 

plus '\s1/2 equnls 

a b cos((J/2) 

But it is quite impossible to tind two real numbers of magnitude i (that is, 

either +� or -! J that add up to produce a number continuously varying 
with angle 0:  these numbers must add up to either 0 or l .  

We conclude thal whatever mathematical entity is used to represent an 
amplitude� it must be at least as complicated as a two-dimensional arrow. 
Of course, il might be even more complicated : for cxa1nplc an arrow in 
three dimensions. But as far as anyone knows, two-dimensional arrows 
are sufficient. 
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11.2 Amplitudes for the Einstein-Podolsky-Rosen experiment 

This section is much shorter and much less technical than the previous 
section, but the result is more important. Whenever I have discussed 
amplitudes, I have been careful to associate an amplitude with an action 
(also called ··a process") rather than with a particle. For example, I would 
talk about ''the a1nplitude to go from input to output through branch a" 

and never "the amplitude the particle has if it went through bram;h a". 
The latter phrase� I a.in sure you realize, contains <'l misimprcssion about 
the nature of quantal interference {sec page 78). However, every example I 
have given so far involves a single particle, so despite my care it is easy to 
get the mistaken impression that an amplitude arrow must be associated 
with a specific particle, and that it acts somehow like an arrow ha.nging 
off of that particle. This section gives an example in which the action 
involves a pair of particles, showing concretely that amplitudes are not 
associated with individual particles: 

Recall the first Einstein-Podolsky-Rosen experiment, described in sec
tion 6.1 (page 40} and represented on the next page by figure 1 1 . 1 .  The 

initial condition is given by state A in the figure. Possible final stales are 
given by states B, C, and D. Remember from section 6.1 that the two 
atoms always leave their respective analyzers from opposite exits. In terms 
of the figure� this means that there is some amplitude for going from state 
/\ to state B, and some amplitude for going from state A to state C, hut 
there is no amplitude for going from state A to state D. 

Now, look at this from the perspective of the atom released from the 
source and flying to the right towards its detector. If it were in a. state 
like m.� = +mB, then it would have some amplilude to leave its detector 
through the + exit and some amplitude to leave its detector through the -
exit. Similarly for the atom flying to the left. l f  we assigned an amplitude 
to each of the individual particles in the manner suggested, then it would 
be impossible to prevent the system from ending up in state D of the 
figure. But in fact the system never does end up in state D. We conclude 
that one cannot assign one atnplitude lo an act performed hy the atom 
on the right and a second amplitude to an act performed by the atom on 
the left. Instead, we must assign a single amplitude to an action by the 
pair of atoms. 

When the two atorns are flying from the source to their analyzers, i t  is 
not possible to assign each one to a state like mx = +mn or mx = -m11• 
Instead the two particles together must be assigned to a single state. Such 
states arc called entangled stales. This is an excellent name,.,. because 

• lo rechoical terms, rbis ex;unple shows rhar a wavcfunction i� a function in �ontiguration space.. 
not po�ition �pare. 

t It wa.s coined by Schr<Xlinger i n  1935. 
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Fig. 1 1 .  L Various states for two atoms in the first Einstein-Podolsky Rosen 
experiment. 

it suggests quite graphically (and quite correctly) that what happens to 
one particle is mixed up with what happens to the other. Entangled 
states come up not only in abstruse discussions on the foundations of 
quantum mechanics. but also in the practical day-to-day work of atomic 
and molecular physics. If entangled stales were to go away, so would 
most of chemistry. 

l 1.3 Problems 

1 1 . 1 Other schemes for amplitudes. Mr. Parker is uncomfortable with the 
idea that amplitudes must be represented by two-dimensional arrows. 
He uses the symbol Aa to represent •'the amplitude to pass through 
branch a'', the symbol Ab to represent "the amplitude to pass through 
branch b'', and the symbol Aa.b to represent "the amplitude to pass 
through both branches". 
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(a) "I know that we want to have a mathematical representation 
for amplitude in which 

Aab = Aa + Ab, ' 

and I know that we must sometimes have two non-zero ampli
tudes summing Lo zero. But why can't we represent a1nplitudcs 
by real numbers and assume that the probability is the absolute 

value of the amplitude rather than the square of the amplitude?" 
Convince Mr. Parker that no suc:h scheme is con:-;islcnt with the 
fa<.,1s outlined in section 1 1 . 1 .  

(b) "All right. you've convinced me;· says Mr. Parker. ··But what 
about a scheme in which 

Aa,b = V(Aa)2 + (Ab)'.! 
which also ensures that probabilities are always positive?" 

1 1.2 1�1agnitudes of amplitude arrows. Find the magnitude of the am

plitude arrow associated with going from state A to state B in 
figure 1 1 .1. Similarly for going from state A to state C and from 
state A to state D. Do not attempt to find the directions of these 
arrows. 

I l .3 Distant measurements. "rve got it now !" says Mr. Parker. "I 
was wrong back in problem 6.2 when I suggested that the two 
atoms in experiment 6.1 were produced in the states mx = +mn and 
mx = -my. But now 1 see that they were produced in the states 
my = +mB and my = -mB. That explains all the observations!'. 

Show that Mr. Parker's new suggestion is still nol consistent with 
the observation in experiment 6.1 that the two atoms always leave 
through exits of the opposite sign. 

1 1 .4 1.Yhat if they weren't ellfangled� Surpose that, in figure 1 1. l ,  the 

atom on the right had probahihty � of leaving either the + or the 
- exit of its analyzer. and similarly for the atom on the left. (This 
supposition is correct). Suppose also that the actions of the two 
atoms were not entangled. (That is, the actions were uncorrelated -
this supposition is not correct.) Under these assumptions, what would 
be the probability of beginning i n  state A and ending in state D? 

1 1 . 5  1\tfeasurement and entangled states. Interprel the measurement cx

perin1ents of figure 10.1 (page 80) in terms of entangled states. In 
particular, show that it is not possible to assign one amplitude for 
the exil taken by the atom and a second amplitude for the final 
position of the photon. Instead. one must use a single amplitude to 
describe both the atom and the photon. 
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Two-Slit Inventions 

In chapter 9 we concluded that in quanta! i nterference experiments a single 
atom passes through both branches of an interferometer. In chapter 10.1 
we firmed up that everyday-language expression to the technical phrase 
"there is an amplitude for the atom to go through either branch''. 'Exactly 
what do these strange statements mean? How can our minds grow familiar 
with a real quantal atom, which hehaves so unlike a small, hard marble? 
To prepare for these questions, this chapter examines two variations of the 
quantal interference experiment. This chapter is not absolutely essential 
for the logical development of the book, hut it dramatically underscores 
that quanta! interference demands a total rethinking of our picture of the 
atom - no simple trick will suffice. 

12,t The Aharooov-Bohm effect 

Tl's possihlc to blllild a box called a "corkscrew" from a uniform magnetic 
field twisted into one turn of a spiral (sec figure below). At the left 
edge of the box the magnetic field points straight out of the page (that 
is, in the +x direction ). Moving towards the right the magnetic field 
slowly <lips until it points straight dowu, then continues lo twist until 
il points into the page, then straight up, until finally - at the right 
edge of the box the magnetic field again points straight out of the 
page. {The magnetic field always points perpendicular to the y direction.) 

z 

y 

94 
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How do atoms behave when they pass through a corkscrew? Only 
experiment can tell for sure, but the following argument is suggestive and 
turns out to be correct. If an atom with mx = +ma enters a corkscrew, 
it enters with its magnetic arrow pointing "more-or-less" in the same 
direction as the magnetic field. (The qualifiier "more-or-less" is there just 
to remind you that atomic magnetic arrows don't point i n  the same definite 
manner that sticks do.) It see1ns reasonable that such an atom's arrow 
would be dragged around by lhc field as lhc at01n passes down lhe center 
of the corkscrew, and thus that it will emerge with its 1nagnctic arrow still 
pointing in the +x direction, after having ,executed a con1plete flip. This 
expectation is confirmed by experilnent: If an atom with mx = +ms enters 
a corkscrew, it emerges with my = +mR and no experiment performed 
on chat single atom can tell whether il passed through a corkscrew or 
through an empty box. As far as an ato1n with mx = +mn is concerned, 

passing through a corkscrew is equivalent to doing nothing. 

Using a corkscrew we can tum the interference experiment sketched on 
page 65 into something surprisingly different (see figure below). Recall 
from experiment 9.3 on page 66 that if am atom with m:! = +mn enters 
an unblocked interferometer, it  leaves in the same state, n amely with 
m;; = +m8. The 'two halves of the interferometer can be drawn apart 
and experiment repeated: the resu]ts are exactly the same. Now, insert 

a c;otkscrew into branch a so that any atom passing through branch 
a also passes through the corkscrew. Remember that an atom passing 
through branch a has m.°{ = +mB and that for such atoms a cork.screw 
does nothing. Experilnent reveals that after the corkscrew is added any 
atom entering with m: = +me emerges in a dtfferent state, namely with 
rnz = -my . 

...------..... b 
inp�1t ��� � � " oulpul 

I l<i � �I ----"'II . 
m:.. = + mtJ --------· . _ a 

How can this be? Didn't we say, just two paragraphs ago� that ·�as far 
as an atom with mx = +mB is concerned, passing through a corkscrew is 
equivalent to doing nothing'"! Indeed we did. But the atom doesn't simply 
pass through a corkscrew - it passes through both branches. 

If an atom went through branch a, or through branch b, then inserting a 
corkscrew in branch a would have no effect on the interference experilnent. 
The fact that the corkscrew does have an effect proves that a single atom 
goes th rough both branches. 
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12.2 Delayed choice experiments 

In our primary quanta! interference experiment (experiment 9.3 on 
page 66), the interferometer was horizontaJ and the trailing analyzer 
was vertical. In this situation each unwatched atom "goes through both 
branches" of the horizontal intcrf erometcr and emerges from the + exit 
of the trailing analyzer. I n  contrast, each watched atom goes through only 
one branch (whichever branch it is observed to take). and has probability � of emerging from the + exit 

m- = +  mn �5 b + 
input 

a 

J\ variation on this experiment is to orient the trailing analyzer hor
izontallv. In this situation both watched and unwatched atoms have � 
probability � of emerging from the + exit of the trailing analyzer. An 
atom obserV'ed to pass through branch a always emerges from the + 
exit, so it is tempting (although wrong) to believe that an unobserved 
atom found emerging from the + exit had also passed through the single 
branch a. indeed, if this were the only experiment we ever performed, we 
would never have lo deal with ideas like .

. a single atom goes through both 
hranches'' or "a watched atom behaves differently from an unwatched 
atom" - we co,uld always be content with each atom taking a single 
definite palh through the apparatus. 

ni:. = + 1n11 b '"l�t �-� __ ?5__...1_3 --"-}J��T-f �-�--'-�-"'"11-
i nlc r medial c 

Is it possible. theni that the atom goes through both branches when 
the lrajling analyzer is vertical but goes lhrough a single branch when 
the trailing analyzer is horizontal? This possibility is called a ··conspiracy 
theory'' because the atom somehow senses the arrangement of the appa
ratus and behaves accordingly. (In fact, it senses the arrangement of the 
trailing analyzer even as it passes through the interferometer. having not 
yet encountered the trailing analy7.er!) Quantum mechanics. in contrast, 
predicts that an unwatched atom goes through both branches in either 
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case. One way to test the two alternatives is through a "delayed choice 
experiment". In tnis experiment the trailing analyzer is mounted on a 
pivot and can be swung from vertical to horiL.onlal at a moment's notice. 

Suppose an atom enters the interferometer while the trailing analyzer 
is horizontal. Then, according to the conspiracy theo ry, it goes through 
one branch or the other and emerges with mx = +mB or with mx = -mu. 
Now, as the atom flies from the interferometer to the trailing analyzer, 

the trailing analyzer is quickly swung to the vertical position. When an 
atom with either mx = +ms or mx = -:mB enters a vertical analy7.er, 
it has probability ! of emerging from the - exit. Thus the conspiracy 
theory predicts that half of such atoms will leave through the - exit of 
the now-vertical analyzer. Quanlum mechan1cs predicts that, regardless 
o f  the orientation of the trailing analyzer, each atom goes through both 
branches, each atom flying from the interferometer to the analyzi;r has 
m= = +mB, and thus all such atoms will leave through the + exit of the 
vertical analyzer. 

This conceptual experiment has been realized in several different ways 
- each time with somewhat differei1t deta.ils - and quanlum mechanics 
has been confirmed every lime. 

12.3 References 

The Aharonov-Bohm effect was predicted from quantum theory in 1959 
in a form and context very diITcrcnt from the one described here, and 
this prediction gave birth to a whole series of experiments and arguments. 
This story is told 1n the highly technical yet very beautiful little book 

M. Peshkin and A. Tonomura, The Aharonov-Bohm �!feet (Springer
Yerlag, Berlin, 1989). 

No such overview has been written for delayed choice experiments. The 
closest approach is 

George Greenstein and A.G. Zajonc, The Quantum Challenge (Jones 
and Bartlett, Sudbury, Massachusetts, 1997), pages 37-42. 

Recent developments are reported in 
T. Kawai et al., "Development of cold neutron pulser for delayed 

choice experiment'', Physica B, 2411 ( 1998) 133 135. 
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Quantum Cryptography 

Quantum mechanics is valuable because it opens a discussion about the 
nature of reality,, because it demonstrates the power of reason in revealing 
the truth even when common sense is an obstacle, and simply because 
it is good to know how our universe ticks ('"knowledge is better than 
ignorance"). But it is also valuable because a host of practical devices, 
from lasers to transistors to superconductors, all work because of quantum 
mechanics. 

Most of these applications are beyond the scope of this book. l could 
tell you in vague tenns how a laser works, but I could never convince you 
that my description was correct - you would have to accept it on my 
authority, and acceptance on the basis of authority is the very antithesis 
of scientific thought. However, there is one very recent, very exciting 
application of quantum mechanics that can be treated in fuJI within the 
�'rigorous but not technical" style of this book, namely the use of quantum 
mechanics to send coded messages. (You may skip this chapter without 
interrupting the flow of the book's argument.) 

13.1 Can you keep a secret? 

Sending coded messages is a part of life. Governments and businesses 
need to transmit secrets that would be deadly in the wrong hands (military 
plans, formulas for explosives. etc.). But even you have information that 
you don't want everyone in the world to know: your bank balance, 
your voting record, your vacation plans. I'm not suggesting that you 
should be embarrassed about your bank balance, but H's your private 
information and no eavesdropper has any right to it. For this reason, 
when credit card and automatic teller machine transactions are sent over 
public telephone Jines, the messages are sent in code. Such cm.Jes are 
enormously valuable, and there is an ongoing policy debate ahout who 
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can use the best codes. The United States Commerce Deparlmcnl classifies 
difficult-to-break codes as munitions (along with guns and bombs and 
tighter jets) and prohibits their export from the country. 

Cryptography is the art of sending inforn1ation from place to place in 
coded form so tha.t it will be meaning1ess t10 any eavesdropper who might 
intercept it. The problem of cryptography is to find a me<.:hanism for one 
person - conventionally named "Alice" - to send secret information to 
another person - "Bob" - while a third person '"Eve" - - ·  might or 
might not be eavesdropping. A number of coding schemes are in use, but 
1 will describe only one, the "Vernrun cipher" or "one-time pad scheme'', 
because it is the only coding scheme that has been proven to provide 
perfect, unbreakable security. 

Suppose Alice wants lo send computer mail to Bob. Computers store 
information internally as clusters of ones and zeros, each digit called a 
"bit". In the standard representation of characters by bit clusters used 
worldwide by nearly all computers - each character of text is represented 
by a cluster of seven bi ls. For example, the letter "a" is represented by the 
cluster ;'1 100001·· the numeral "4" bv the duster "0110 100" the comma 1 . ... , 

by the cluster "0101 100'', and a blank space by the cluster "0100000". 
Thus whenever /\]ice sends computer mail to Bob, she is sending him a 
long string of bits - ones and zeros - which his computer can easily 
interpret as letters and numbers. Unfortunately, Eve's computer can do 
so just as easily. 

To maintain secrecy, before sending her message Alice produces a 
random string of bits - called the ''key" - exactly as long as her 
message. She then encodes each bit of her message according to lhc key: 
If the fifth bit of the key is a 7.ero, then she sends the fifth bit of her 
message unaltered. but if the fifth bit of the key is a one, then she reverses 
the fifth bit of her message {if it is a 1, she sends a O; if it is a O, she 
sends a 1). For example, if Alice encoded the character ··a" using the key 
0101101, the resulting coded message would be 1001100 as shown here: 

1100001 
0101101 
1001100 

(standard representation for .. a") 
(key) 
{code for "a") 

After encoding her message, Alice sends Bob not only her coded mes
sage, but also her key. Bob decodes Alice's message in the same way that 
she encoded it :  He preserves the message bils corresponding to zeros in 
the key, and alters the message bits corresponding 10 ones in the key. 
Bob's decoded message is then exactly the same as lhe one that Alice 
started with. 

If Eve intercepts only the coded message, i t  won't do her any good. 
Of course, the coded string of hits will translate to some message in the 
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standard representation, but that message will be gibberish. Eve might try 
to decode a 9 1 -bit n1essage with every possible 91-bit key, hut that won't 
help her because she would then produce every possible 91-bit statement, 
including 

"Withdraw $100", 
"Buy stock now", 
•. I 1 B b I I I ,. ove o . . .  , 
•·r despise Bob'\ 
''Bomb Baghdad . ", 

and a great many statements like 

''Ul87{ { - (aqNq". 

H()wever, if Eve intercepts both the coded message and the key, then 
Eve can decode the message jusL as easily as Bob can. The key must 
instead be transmitted through some separate secure channel that Eve 
cannot intcrcepL But if Alice and Bob have a secure channel. they don't 
need to bother with codes at  all! Al ice and Bob might hire a courier (who 
is a secure channel) to deliver several identical keys to both Alice and Bob 
at the beginning of each week, and they can use those keys throughoul 
the week. But then Eve m ight bribe the courier. (It doesn't work to use 
one key over and over - there are easy ways to break the code if the 
same key is used even twice. This is the origin of the name "one-time 
pad' .. ) 

In short, the problem with the Vernam cipher is not the distribution 
of messa�es but the distribution of keys. It is ironic but nevertheless true 
that an important problem for contemporary business and government is 
the generation and distribution of ran<lon1 numbers. 

13.2 Distributing random key1' 

Since probability and randomness are intrinsic to quantum mechanic�, you 
might guess that qmtntum mechanics could provide some help with the 
problem. and indeed it does. Suppose Alice and Bob set up experiment 6.1, 
"CPR distant measurements" (page 40) with one vertical analyzer next 
lo Alice, the other next iv Bob, and the source of atoms between them. 
They set the source lo automatically generate pair after pair of atoms, 
and when lhose atoms reach their analyzers Alice and Bob both record 
the exile; taken. If Alice records ··+ + - + -··, then Bob records exactly 
the opposite pattern, namely "- - + - +". Alice turns her readings into 
a cryptographic key by converting each + to a 1 and each - to a O. Bob 
does the same with the opposite convention. namely + goes to 0 and -
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goes to 1 .  N ow both Alice and Bob have the same random key and can 
send a coded message using the Yernan1 cipher. 

Unf ortunatcly, Eve can easily break into this systcn1 by inserting a 
vertical interferometer between the source and Bob. Eve watches each 
atom pass through her interferometer. When one goes Lh rough her top 
branch, she knows that Bob will get a +  and Alice will get a -. Similarly 
for her bottom branch. Eve gets the key, Eve breaks the code. 

13.3 Distributing random keys securely 

To prevent eavesdropping. Alice and Bob jnstead set up experiment 6.2, 

"EPR random distant measurements" {page 41) with one randomly tilting 
analyLcr next to Alice, the other next to Bob. and the source �et to 
''automat ic" as before. When an atom reaches an analyzer. Alice (or Bob) 
records both the analyzer orientation (A, B, or C) and the exi t  taken (+ or 
-). Recall that if the two analyzers are sel to the san1c orientation, then 
the two atoms emerge from opposite exits, but if they arc scl to different 

orientations, then the two atoms mighl emerge from either similar or 
opposite exits. (They emerge from the silnilar exits with probability � and 
from opposite exits with probability �. but this fact is not needed in what 
follow�.) 

Alice and Bob run this experiment for a long time, and then send to each 
other the list of their analyzer orientations. (Each list looks something 
like BBACABBC . . . . There's no need to encode these messages: if Eve 
intercepts them, the lists won·t help her.) When they compare lists Alice 
and Bob find that in most cases their two detectors were set to different 
orientations, but in about one-third of the cases the detectors happened to 
have the �ame orientation. They discard the exit infom1ation (the +s and 
-s) for those cases wich djfferent orientations, and use the cases with the 
same orientation to construct a key just as they did previously. Now that 
they have identical keys. Alice and Bob c::ln send coded messages using 
the Vernam cipher. 

What if the nefarious Eve tries to intercept the key in this distribution 
scheme, as she did previously'? Suppose Eve places a vertical interferometer 
between the source and Bob. and watches ea.ch passing aton1 to see which 
branch it takes. (For definiteness. assume that Bob and Alice arc cqllally 
distant from the source.) Now when atoms arrive at the tilting analyzers 
used b)' AJice and Rob, they are no longer in an entangled state: instead, 
one alom has m, = +ms and the other has m: = -mB. If the two deleGlors 
are vertical (orientation A) this makes no difference : the two atoms still 
emerge from opposite exits. But if both detectors arc in orientation 8, 
then there is some probability (it turns out to be �) that the two atoms 
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will emerge from the same exit. Alice and Bob therefore agree beforehand 
that they will not use the entire key as generated above. Instead Boh will 
mail, say, the first half of his key back lo Alice. If Bob's first half matches 
Alice's first half. then Alice knows that no one was eavesdropping on the 
key distribution and that it is safe to send her message coded using the 
second half of the key. If the two half-keys don't match, then Alice docsn 't 
send her message on to Bob but instead calls the police and tells them to 
search for Eve. 

This precise method of key distribution is not practical: it relics on a 
source of atoms that just happens to be conveniently placed between Alice 
and Bob, it involves sending a lot of information back and forth that is 
ultimately ignored, and in the end it doesn't actually ensure privacy, it 
merely lets the legitimate users know whether or nor someone is listening 
in. There are other quantum cryptography schemes that lack many of 
these drawbacks, and these are so promising that they have raised the 
interest even of commercial communication companies. (The experiment 
of Nicolas Gisin mentioned on page 41 was supported in part by Swiss 
Telecom.) Quantum cryptography is a new field {the first experiment was 
performed in 1989) but both theory and practice are growing rapidly 
and hold the promise of practical applications from the most esoteric 
fundarncnlals of quantum mechanics. 
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14 
Quantum Mechanics of a Bouncing Ball 

We started to investigate quantum mechanics by consjdering only the 
quanti:r.alion of magnetic arrows. In our exploration� we found out 
that the magnetic arrow had some funny [properties (for example, il was 
possible that m_,. did not have a definite value). but at first it see1ned that 
other properties, such as the position of an atom, behaved in the familiar 
classical way. Eventually {section 9.3) we found that it was also possible 
to have an atom without a definite value for its position. In this chapter, 
we investigate what happens when \l.'C apply quantmn inechanics to a 
particle's position. 

14.1 Ball bouncing from a floor 

This chapter will show our framework for quantum mechanics in action, 
by applying it to the problem of a ball bouncing from a floor. Let us 
use a very fast ball, such as an electron, so that we can ignore the force 
of gravity. (We restrict ourselves to an electron that is moving fast on a 
human scale but slow compared io the speed of light, so that relativistic 
considerations don't come into play. /\lso, the magnetic arrow associated 
with the electron has no efTect on the phenon1ena described in this chapter, 
so I won't mention it again.) 

Imagine a source of balls that could send a ball flying in any direction, 
for example a hot tungsten filament that boils off electrons. Suppose a 
ball begins at point P, bounces off the floor, and ends up at point Q. 
(Points P and Q are equally distant from t!hc Iloor. To make sure that the 
ball bounces otr the floor rather than goe..c; directly fron1 p to a, we put 
a barrier half-way between Lhe two point's.) In classical mechanics this 
sequence can happen in only one way, namely by the ball hitting the ftoor 
midway between points P and Q. 
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p 

But in quantum mechanics there are many ways of going from P to 
Q, and each way 'Will contribute some amplitude to the process.* In this 
discussion we will ignore curlicue paths from P lo Q and consider only 
those paths lhat consist of a straight line from P to some point on the 
floor, and then a straight line from that point to Q. We will also ignore 
paths that go oul of the plane of the page. Although it's not yet obvious 
(see problem 14.2), these simplifications dlo in fact give the correct answer, 
and they ctlso give a correct feel for how to do the full problem ! Here are 
the steps (from page 78) in tinding the probability to pass from P to Q. 

Step 1 :  Enumerate all the patl1s from P to Q. The complete enumeration 
is difficult, because there are an infinite number of paths, so I'll just draw 
some representative paths and label them according to the point where 
lhey hit the floor. 

p Q 

A B c 0 E F G H J K L M 

The classical path is the one that hi ls the floor al point G, but m 
quantum mechanics we must cousidcr all possible paths. 

Step 2: Assign an amplitwle arrow ro each path. Here we need to be 
creative. You might think thal the classical path is the "mosl important'·, 
and thus should be assigned the longest arrow. l.3ut this is not lhe case at 
all. The correct rule assigns lo every path an arrow of the same magnitude, 
but with the different arrows pointing in different directions. The arrow 
assigned to a path is found by starting with an arrow pointing directly to 
the right and then rotating it counterclockwise according to the length of 
the path from P to Q: 

number of rotations = 1.51 x 102<\ x ( length of path in cm) 
x (mass of hall in grains) x (speed of ball in cm/s). 

• In both cla��ical and quantum mcchunics. not all the b;tlls �Hlrllng out at poiol P go to point Q. 
None of the ball� Iha! Starr OU( �imply \a.nish. but many of lhem do DOI go 10 point Q. 
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There is no way that you or anyone else for that matter - can derive 
this rule. It is one of the fundamental Jaws of nature and cannot be 
derived from anything simpler. 

Tech11ical aside: Throughout this book I have tried to be non
technical yet completely honest and truthful. In the above 
formula I have had Lo retreat somc1,.vhat from my principled 
stance. lt is true only for particular cl!rcumstances, and I don 'l 
know huw to describe lhcsc circumstances precisely witl1out 
invoking technical terms. The formula's limitation involves the 
fact that it purports to give the amplitude for moving from point 
P to point Q, whereas what's really needed is the amplitude for 
moving from. point P at time rp to poinl Q at time 111• A 
symptom that the formula suffers from illness is that it invokes 
a speed for moving between t\vo positions and, as we will sec 
in section 14.3, a ball cannot have a definite position and a 
definite speed at the same time. While f'm oIT on a technical 
aside, let me point out that the f ormuJa above is ca11cd the "de 
Broglie relation'', and the number 1.51 x 1026 which appears in 
the formula is called the inverse of Planck's constant h. 

The number of rotations may, of course, be a fraction. For example; 
13.5 rolalions would result in an arrow pointing to the left, while 1 82.75 
rotations would result in an arro\V pointing downward. 

Since the paths have a variety of different lengths their associated arrows 
point in a variety of different directions. Figure 14. l shows how the length 
varies for different paths, and the arrow below each representative path 
shows the amplitude arrow assigned to that path. 

Notice that path A is considerably longer than path B so the .arrow 
associated with palh A has roLaLcd much more than has the arrow asso
ciated with path B. However, path F is only a bit longer than path G, so 
the associated arrows are nearly parallel. 

Step 3: Add up all the arrows. This seems like a formidable task, because 
we have to add up an infinite nuin bcr of arrows! We set about doing il 
using the tried-and-true scheme of "divide and conquer". We will first add 
up the arrows over bundles of nearby paths, and only then will we lind 
the grand total by adding up the sums associalcd with each bundle. 

Consider a bundle of paths like A and B and C, where the arrow changes 
direction dramatically from one path to another. The arrows assigned to 
individual paths poinl first up, then down, now right. now left, so lhat 
when they are added together their sum hardly arnounls to anything. But 
now consider the bundle of paths F and G and H. Here the arrows are 
nearly parallel. so they add together rather than cancel out. You can see 
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A 
length 

\ 

p 

B 

I 

I 4 Quanlum l\.1.echanics <�f a Bouncing Ball 

Q 

c D E F G H J K L M 

\ \ 
Fig. t4.1.  Representative paths from P to Q, their lengths, and the amplitude 
arrow associated \vith each. 

that the grand total amplitude comes almost entirely from the bundle of 
paths near the midpoint G, and that all tl1c rest of the bundles contribute 
very little: the corresponding pieces of floor might as well be chopped 
up and tossed out the door. This is precisely in accord with everyday 
experience, from which we know that only the midpoint of the floor is 
needed to bounoc a ball from p to a. 

14.2 Ball bouncing from a floor with holes 

So you see that quantum mechanics confirms your classical expectation 
that the ball hits the floor only at the midpoint. lt is, however, a. hollow 
victory to work so hard to obtain a result known to every child. Can we 
salvage anything new or surprising from this discussion? Indeed we can. 

Let us chop up and toss out the right hand three-quarters of the floor, 
leaving only the part near points A, B, and C. In classical mechanics it is 
impossible to bounce a ball from point P to point Q using this remaining 
piece of lumber, but in quantum 1nechanics we can trick the ba11 into 
bouncing this way! Remember that the total arrow associated with the 
bundle of paths encompassing A and B and C is nearly zero because 
the individual arrows are pointing every-which-way: many ti lt towards 
the right, but just as many tilt towards the left. The trick is to remove 

those parts of the noor responsible for arrows that tilt towards the left. 
What remains will be a series of slats rather than a solid floor. but the 
paths bouncing off the slats all have rightward tending arrows. There 
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will be fewer paths from P to Q. but the arrows associated with those 
paths, instead of cancell ing out, will instead add together cooperatively 
to produce a substantial total amplitude arrow. and hcm.:c a substantial 
probability of bouncing from P to 0. (It may seem strange to get more 
bouncing from less floor, but I suspect that hy now nothing can shock 
you.) 

If you examine this scheme quantitatively you will find that thi.; slats 
must be separated by distances of about 10-8 cm. It is quite difficnlt to 
mechanically produce such closely spaced slats. but fortunately nature ha." 
provided exactly the desired bouncer: i t  is a crystal. The rows of atoms 
in a crystaJ act as bouncing slats, while the gaps between them act as Lhc 
spaces. The bouncing of electrons off a crystal (technically called ··electron 
tlilTraction") was first observed hy Clinton Davisson and Lester Germer 
in 1 927. 

14.3 Wave-particle duality 

We have seen, i n  some detail now, how balls behave in quantum mechanics, 
and you know that this behavior is utterly nolike the behavior of classical 
baseballs and marbles. Just as a magnetic arrow with a definite value of 
m:: does not have a definite value of mx, so an electron between release 
and detection docs not have a definite value for its position. This 1ncans 
exactly what it sa)'S: i t  does not mean that the electron has a definite 
position which is changing rapidly and unpredictably, nor docs it mean 
that the electron has a definite position but that we don't know what it 
is. It means that the electron just doesn't have a position, in exaclly the 
sa1ne way that love doesn't have a color. 

We found in chapter 4. "The conundrum of projections·', that an atom's 
magnetic arrow could have a definite value for the projection m:: or a 
definite value for the proj�ct ion mx but not definite values for both at the 
same tin1e. A similar s1atc1ncnt turns out to be true for an electron: it 
can have a definite position or it can have a definite speed, but it cannot 
have both a definite position and a definite speed. There is no way for 
you LO derive this - f"m just telling you. f n fact, it is a technical detail 
that I ordinarily wouldn't menlion to a general audience at all but this 
detail has taken hold of the public imagination so effectively that many 
believe it to be the central, or perhaps even the only. principle of quantum 
mechanics. This detail is called the "Heisenberg uncertainty principle". 

(The term ,;uncertainty'' actually reinforces the misconception that an 
electron bas a definite position and a definite speed, but that we are not 
sure what they arc. For this reason, the principle is more accurately called 
the "Heisenberg indeterminacy principle".) 
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The amplitude arrow picture first came up in association wi th waves, yet 
in quanlum mcclhanics it describes the motion of a particle. This combina
tion is sometimes called ''wave-particle duality" or by saying "in quantum 
mechanics� an electron behaves so1netimcs like a wave and sometimes 
like a particle"'. T find such phrases unhelpful and extremely dis1astcful. 
From the world of evervdav observation. we know about several classes of - � 
entities: marbles. putty balls, pond ripples, ocean breakers, clouds. sticks, 

balloons, etc. To insist that quantal entities must fall into one or another 

of these categories is utterly parochial. It is like a man born and raised in 
F.ngland who knows of several species of animals: horses, cows, pigs, etc. 
He travels to Africa and sees a hippopotamus, but he refuses to accept 
that this is a new species of animal, maintaining that it is instead an 
anim4:tl '·in some ways like a horse and in some ways like a pig''. Rather 
than say •·an electron behaves somewhat like a wave and somewhaL like 
a partjcle", L like to say "an electron behaves exactly like an e\ectron -
this behavior is not familiar and you might not he comf ortablc with it, 
but that is no reason to denigrate the electron". 

Tecltnical aside: \Vhcn the delayed choi� experiments of sec

tion 12.2 (page 96) arc adapted to atom interferometers, they 
reinforce lhie idea that an atom passes through an interferome
ter not as a classical particle nor as a classical wave, but rather 
in its own inimitable quantum mechanical fashion. 

The Heisenberg uncertainty principle and the phrase ··wave-particle 
duality'' arc treated with reverence and awe in some circles. But when you 
get right down to it they really mean nothing more than that an electron 
is not a small hard marble. 

J 4.4 References 
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The serendipitous history of the Davisson-Germer experiment is told i n  
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R.K. Gehrenbeck, "Electron diffraction : fifty years ago", Physics 
Today, 31 (1)  (January 1978) 34-41. (Be sure to notice also this 
issue's stunning cover photograph.) 

14.5 Sample problem 

Electrons are shol down toward a crystal of iron. At what speed should 
they be shot so that a significant nu1nbcr of them are deflected by 90->? 
(The distance between rows of atoms in iron is 2.87 x io-R. cm� the mass 
of an electron is 9. 1 1  x 10-2& gram.) 

incoming electrons 

! 1 1  
==E outgoing electrons 

iron crystal 

Solution 

As usual. we follow the steps listed on page 78. 
Step 1 :  Enumerate all the palhs from input to output. 

A B c 

• • • 

/(/� rows of atoms 

0 E • • •  

• • 

Step 2: Assign an amplitude arrow to each path. According to the 
formula on page l 04. the arrow associated with a path rotates this many 
times: 

1 .5 1  x 10'.!6 x (length in cm) x (mass in grams) x (speed in cm/s). 

Because each path has a different length, each arrow will rotate a different 
amount. 
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Step 3: Add up all flze arrows. Most circumstances arc ralher like the 
one illustrated below. (The amplitude arrow associated with each path is 
sketched below the letter labeling that path.) 

A B 

• • 

\ /  

c 

• 

D E • • •  

• • 

t 
For an electron shot down at this particular speed, t11e additional length 
of path A over path B means that the amplitude arrow associated with 
path A has rotated 70° more than the amplitude arrow associated with 
path B. The same holds for paths B and C, paths C and D, etc. (I will call 
this quantity the ·'excess rotation.

, 
of path A over path B, of path B over 

path C, etc.) Thllls the difTerent arrows associated witll the many difTerent 
paths arc pointh1g every-which-way, so when the arrows are added they 
will mostly cancel out. In such circumstances, the sum arrow will be small 
and there will be a low probability of deflection hy 90". 

Suppose, however, that an electron is shot down faster than the one 
above was. Then each arrow rotates more than it did above. More 
importantly, the excess rotation of one path over its shorter neighbor also 
increases. For a slight increase in speed, there will be a slight  increase in 
excess rotation: say from 70" to 90". Still, the arrows will be pointing 
every-which-way and, when added, they wil l mostly cancel out. But what 
if  there is a significant increase in speed leading to a significant i ncreasc 
in excess rotation, say to 360", a full rotation? 

A B c D E • • •  

• • • • • 

I I I I I 



14.6 Problen-is I 1 I 

I n  this ca<ie each of the arrows points in exactly the same di rection, so 
when they arc aU added together they produce a large sum arrow and 

hence a high probability of deflection by 90". 
What is this special speed that results in a large probability of defiection 

by 90"? It is the speed at which the distance between rows of atoms 
corresponds to exactly one rotation, that is, the speed at which 

1 = 1.51 x 1 026 x (distance between rows in cm) x (mass in grams) 
x (speed in cm/s.). 

Solving this equation for the speed gives 2.53 x 1 08  cm/s. This speed is 
very large on a human scale, bul because electrons have so little mass it 

is easy to make them go this fast. 

14.6 Problems 

14.l Other speeds. The previous sample problem (section 14.5) finds a 

speed that gives rise to a substantial probability of dcllcclion by 
90° when an electron is shot down at an iron crystal. \Vilt there 

be a substantial probability of deflection by 90° if an electron of 
twice this speed is used? Three times'! Half the speed? One-third'! 
One-quarter'? 

14.2 Curlicue paths. Consider the motion of a ball from p<.>int P to point 
Q without floors or barriers. Enumerate typical paths between the 
two points, including curved and three-dimensional paths, and draw 
representative amplitude arrows associate with each one. Generalize 
the reasoning on page I 05 to show that, in the classical limil, the 
bundle of paths that arc nearJy straight lines fron1 P to Q provide 
most of the ampli tude to go fron1 P to Q. 

14.3 Heisenberg uncertainty principle. In his 1993 Oersted Medal accep-
tance speech, the disti nguished physir cist Hans Bethe said 

The [Heisenberg] uncertainty principle simply tells us that 
the concepts of dassical physics are not applicable to the 
i'ltomic world. tlut we think in classi�l tcnns, and therefore 
we need the uncertainty principle to reconcile our classical 
terms with U1c reality of quantum theory. 

Would this passage he improved by replacing the phrase .. classical 
tcrms11 with ,;classical terminology1'? Justify your answer. 

14.4 Wa1ie-panicle duality. On page 57 I summarized the 11rst half of this 
book by saying that 
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lf mz has a definite value, then mx <loesn't have a value. If 
you measure mx, then of course you find some value, but no 
one (not even the atom itself!) can say with certainty what 
that value will be - only the probabilities of measuring 
the various values can be calculated. 

Produce a corresponding statement that applies to an electron rather 
than to the magnetic arrow of a silver atom, and that uses "position,. 
and ''speed"' rather than ''m: ., and ··mx ". 



1 5  
The Wavefunction 

15.1 Between release and detection 

In the previous chapter, we talked about finding the probability that a 
ball released at point P would be detected at point Q. We found out 
how to calculate this probability by assigning an appropriate amplitude 
arrow to each of the possible paths from P to Q. and then adding up 
all the arrows. But, what happens if the ball is released at point P and 
then detected at some other point, say R? (Sec the figure below.) You 
know the procedure for finding this probabiJity: enumerate paths from 
P to R, assign to each path an amplitude arrow using the formula on 
page 104, and add up a11 the arrows. It  is somewhat more difficult to 
execute this procedure for the P to R case than iL was for the P to Q case, 
because it lacks the symmetry. Nevertheless it is clear that many of the 
same features -will apply to both processes: for example, in both cases 
the largest contribution to the sum amplitude arrow comes from a bundle 
of paths near the path of minimum length. You might find this problem 
technically difficult, but it is conceptually straightforward and you could 
do it if you had lo. 

p u I Q 
• R • 

• 
• 

T s • 
• 

floorV 
But we don't have to stop here. We could consider having one detector 

1 1 3  
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at Q and another detector at R at the same ti1ne. Indeed, we could sprinkle 
detectors a11 over the page, at points S. T, U, etc. You know how to find 
an amplitude arrow for the motion from point P to any of t11ese points, 

and from the arrow you know how to find the transition probability. The 
figure below shows what these amplitude arrows might look like. 

p u I Q 
• -

__. R 
� y � 

Now, what if the ball is released al point P, we wait four seconds, and 
none of our detectors go off? How are we to describe the state of the ball 
after it has been released but not yet detected? We can'l say .. Jt's at point 
R" or "Tl's at point T'' because we don't� indeed we can't, know what its 
position is - the ball doesn't have a position. There is only one way to 
specify the quanta! state of the ball between release and detection, and 
that is by listing the amplitude arrows for all the points where the ball has 
son1c amplitude for heing. just as in the figure above. This list is called 
"the wavefunction ·•. 

Technical aside: A word concerning etymology is in order here. 
In mathematjcs, the word "function" means a set of numbers 
assigned to every point in space. or to every instant of time. 
or both. For example, if  there are waves on the surf ace of 
a pond, then the height of water in the pond is a function 
of both position and time. As we saw in chapter 8, "Optical 
interference'', a ser of arrows very much like amplilude arrows 
can be related to waves like those on a pond. In the early days 
of quantum mechanics, this analogy was believed to be n1uch 
stronger than it actually is, so the list of amplitude arrows wa<.; 
named the ·'wave function··. ln recognitjon of the important 
differences that we now recognize between classical waves and 
amplitude arrows, today the two words arc usually closed up 
as "wavefunetio11". 

J\bovc we supposed that the ball wa� released from poinl P and not 
detected for four seconds. What would happen if, at the five-second mark, 
the ball were detected at point T'? How do we describe the ball's slate 
the instant after it is detected? The answer is simple: we just say that it 
is located al point T. We no longer need to keep track of the amplitude 

f l ' 
' 

. 

. 

� 
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arrows at points a, R. S, etc., because although the ball could have gone 
to any of them, it didn't. Thus immecliately before detection the state 
of the ball is specified by a bunch or arrows spread over many points, 
while immediately after detection it is specified by giving just one point. 
What happened to all those arrows? Nothing happened to them, because 
they never were there. They were never anything more than mathematical 
tools to help keep our calculations straight. The process described above 
is called '' the collapse of the wavefunction", and it greatly worries Lhose 
who think that the amplitude arrows are somehow physically oul in space: 
in the same way that air molecules are physic.�dlJy out in space. You don't 
have that misimpression, so the collapse shouldn't bother you at all. 

15.2 What does an electron look like? 

The literal answer to this question is "lt doesn•t look like anything. An 
electron is too small to be seen." This answer is in fact the don1inant 
one found in discussions on quantum mechanics. We are told not to 
ask questions that cannot be answered through direct experiment.• for 
example if an electron is released at point P and detected at point a, and 
moves between the points in total darkness so that il is not possible, even 
in principle, to determine which route it took in moving from p to a, then 
we arc told that is is r'll�t prl'>per ro ask which route it took. 

This dominant answer is correct but, in my experience, unsatisfactory. 
When we ask •'What does an electron look like?" we really mean '"What 
is the character (or nature) of an electron?" or "How <locs an electron 
behave?" or ·•ttow can an electron be visualized?". Humans are visual 
animals; and even if we are told not to visuali1e a phcnon1cnon we do so 
anyway - the pictures just pop into our minds unhidden. In quantum 
mccharucs this often leads to naive and incorrect visualin1tions, which 
people continue to carry in their minds precisely because the dominant 
position encourages them not to critically examine their visualizations. 
So rather than just ignore the issue I li ke to face it bead on, ack nowl
edging that our classical minds are unlikely to produce perfectly accurate 
visualizations, but realizing that an imperfect visualization, with its imper
fections understood. is far superior to an imperfect visualization which is 
held uncritically. To paraphrase Socrates. ••the unexcu11incd visualization 
is not worth visualizing". 

Let us return to the electron moving from P to Q in complete darkness.� 

• For example: -The single ekclrun do11.� intcrlcre with its•el f. Bui tlon'1 1ry 10 visuali7.e huw it tlocs 
�o! .. 

' In technical terms. thi:s paragraph and the m:xt point out the difficulty of 'ti�u;tli�.in!; the qu;1ntal 
w:wcfunction in dew of the facts that (I) 1he \\·avefunction is complex valued and (ii) it exists in 
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At the instants of its release and its detection the electron bcbaves like 
a very sn1all, very hard marble, in that it has a definite position. But 
between these two events the electron doesn't have a definite position. 
Sometimes I visualize it as a cloud that is thicker at places where the 
electron is more likely to be and thinner al places where it is less likely 
to be. This visualization captures beautifully the probabilistic character 
of quantum mechanics, but it shows nothing of the interference character. 
So I sometimes visualiie an electron instead through a swarm of rotating 
amplitude arrows, the swarm being thicker and the arrows longer where the 
electron is more likely to be. This can give me nightmares, so more often 
I simply modify the cloud visualization by assigning colors to different 
arrow directions and mentally coloring each point of the cloud according 
lo the direction of the amplitude arrow there. In my mind's eye. I see the 
electron as a S\\firl of shimmering colors. Both of these visualizations can 
be useful, but both have the defect of infusing a mathematical Looi - the 
amplitude arrow - with physical reality. 

The problem becomes even more acute when one attempts to visualize a 
system of two particles because then (see section 1 1.2) one must visualize 
not one state for one particle and another state for the other particle. but 
instead a single state for the pair of particles. 

I t  is easier to show why some visualizations are poor than to produce 
visualizations that arc goo<l. For example, some people like to visualize 
an electron as a small hard marble that takes a definite and wcll-ddlned 
route fron1 P to Q, but that the actual route to be taken is not predictable 
beforehand, so lhat sometimes the marble will take one route and some
times it will take another. Jt is impossible. however, to make such a 
picture consistent with the interference results of chapter 9. (Or at least, 
it is impossible lo do so without invoking mysterious messages that allow 
a marble passing through brallch a lo know whether or not branch b is 
open or blocked.) So you may not know what an electron looks like, but 
at least you know what it <loesn 't look like ! 

The problem of visualization is closely connected to a problem of 
terminology. To many, the word "particle'' conjures up the image of a 
small, hard. classical marble. In quantum mechanics, it is not entirely 
clear what the image associated with ·'particle·· ought to be, but it most 
certainly is nor this classical picture! Tf we were eminent Victorians we 
would find a noble Latin root and build a new word to describe the quanta! 
particle. I f  we lived in Washington, DC. or Arlington, Virginia (the site of 
the Pentagon), we would invent an acronym (something like PAWilITQ�n 

- particJe and/or wave behaving in typical quantum mechanical fashion). 

configunuion sp<1ce or in momentum �pal.."C hut 11ot in ordinary 1hrcc-t.limcnsiQnal position space. 
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There have been some atlC1npts to coin a new word: "wavicle", "quern". 
or "'quanton··. These attempts have not caught on. 

Jn conclusion, I do not have a visuafrz:alion - or even a name - that is 
satisfactory for eveu so simple a thing as a single quanta! electron. Because 
my mind is filled with classical images and intuition, this is perhaps not 
surprising. A truly successful visualization would be very close to a 
classical "clockwork" mechanism that underlies quantum mechanics. and 
we have already seen (section 9.8} that such a mechanism docs not exist. 
But this lack of visualization musl be reearded as a limitation of mv � . 
imagination, and not as any defect in nature or in quantum mechanics. 

Our imagination fa stretched to the utmos1. not, as in fiction. to 
imagi1te things which are not really tliere, b111 jusr LO comprehe11d 
those things which are lhere. 

- Richard rcyl11llan 

t 5.3 Problems 

15.1 .Mist<tken visualizmion. Whal is wrong with the statement "Bc1ween 
release and detection, the electron might be at any one or many 
points"? Can you rephrase the statement to make it correct? 

1 5.2 ivording. On 28 May 1996 the New York Times published an article 
titled "Team of physicists proves ato1n can exist in two places at 
once". The article describes an experiment in which Chris Monroe 
and coworkers .. succeeded in separating two states or a single atom 
in space. then pulled Lhcm 83 nanometers apart". This article's title is 
perfectly appropriate for an audience unfamiliar with quantum me
chanics and its terminology. Now that you <lo know the terminology 
of quantum mechanics. think up a more accurate title. 

1 5.3 Visualization. On page 176 of his book In Search of Schrodinger's 
Cat. John Gribbin claims that electron interference raises ''the pualc 
that an electron at hole J\ knows whether hole B is open or closed". 
Which incorrect visualization of an electron is Gribbin using that 
makes this phenomenon seem puzzling to him'? 

1 5.4 Need for i;isu.alization. Docs our inability lo find a satisfactory 
visualization for a quanta! particle mean that the dominant posilion 
("don't ask questions that you can't answer., ) is the besl one after all? 
Is its absence merely distressing or does it constitute a fundamental 
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flaw in our knowledge? {I .et me point out that distressing things are, 
by definition, not pleasant. hut neither, unforrunately, are they rare.) 

15.5 ;\1eas11remem. Mr. Parker finds the quantum measuremcnl process 
difficult to understand. "Suppose I start with an atom in a state 
so that it  has equal probability of being anywhere in a box. If I 
shine a strong light throughout the entire box l will find the atom 
only at one point. But what happens if I shine the light on only lhe 
left h;:df of the box, and don't find the atom? l now know that the 
atom is somewhere i n  the right half. How could the light, shining 
where the atom isn't, affect the atom?" Convince Mr. Parker that the 
conflict is not between quantum mechanics and reality, but between 
quantum me.chanics an<l his incorrect visualization of the atom as a 
tiny marble. (This conundrum is called the Renninger negative-result 
ex perimcn l.) 

l 5.6 Visualization techniques. (For technical readers.) This chapter men
tioned two techniques for visualizing wavcfunctions: through a 
swarm of amplitude arrows (''phasors") and through color. l have 
written a computer program thal displays one-dimensional timc
varying wavefunctions using either of these techniques, and two 
other techniques as well. Download the program (it works under 
the MS-DOS operating system} through the World Wide Web site 
mentioned on page xiv, and evaluate these different display styles. 
Can you come up with new visualization techniques of your own'! If 
so. please tell me what they are! 

1 5.7 Fast<:r-than-ligltt propaiulion. (For technical readers.) Jn a one
particle situation in quantum mechanics, the wavefunction at a given 
point changes instantly as soon as the partic1e is detected. In the 
Coulomb gauge, the electric potential (and the vector potential) at a 
given point changes the instant that any charged particle, anywhere in 
the universe. is moved. Docs either mechanism permit instantaneous 
c.:ommunicm ti on? 



Appendix A 
A Brief History of Quantum Mechanics 

Up to now lhis book has focused on the behavior of nature. J could 
say more: inore about measurement, more about the classical limit, more 
about dillerent rules for assigning ampl itudes, and so forth, but the main 
points have been made. So instead of talking more about nature l'm going 
to talk about people - about how people discovered quantum mechanics. 

A.1 Warnings 

I am not a historian of science. The history of science is a very difficult field. 
A historian of science must be just as proficient at science as a scientist 
is, but must also have a good understand ing of personalities. and a good 
knowledge of the social and political background that affects developments 
in science and that is in turn affected by those developments. I le or she 
has to know not only the outcome of the historical process, namely the 
science that is generally accepted today. but also che many false turns 
and blind aJleys that scientists tripped across in the process of discovering 
what we believe today. He or she must understand not only the cleanest 
and most direct experimental evidence supporting our current theories 
( like the evidence presented in this book), bul must understand also how 
lhose theories came to be accepted through a tightly interconnected web 
of many experiments. no one of which was completely convincing but 
which taken together presented an overwhelming argument. 

Thus a full history of quanmm mechanics woald have to discuss Schro
dinger's many n1istresses, Ehrenfcst's suicide, and I leisenberg's 1nvoJve
ment with Naiism. Tt would have to treat the First World War·s effect 
on the development of science. I t  would need to mention "the Thom
son model" of the atom, which was once the major competing theory to 
quantum mechanics. l t would have to give appropriate weight to both 
theoretical and experimental developments. Needless lo say. such a com-

1 19 
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pletc history will never be wrillen, and this brief appendix will n ot even 
broach most of these topics. The references on page 1 3 1  will lead you to 
further informat ion . 

The historian of science has problems beyond even these. The work 
or government is  generally carried oul through the exchange of written 
memos. and when verbal arguments are used (as in Congressional hear
ings) detailed written transcripls arc maintained. These records are stored 
in archives to insure that historians interested in government decisions will 
have access to them. Historians of science do not have such advantages. 
Much of the work of science is done through informal conversations, and 
the resulting written record is often sanitized to avoid offending competing 
scientists. The invaluable oral record is passed down from professor to 
student repeatedly before anyone ever records it on paper. Naturally, the 
stories tend to become better and better as they arc transmitted over and 
over. In addition. there is a tendency for the exciling stories to be repeated 
and the dull ones to be forgotten, leading to a Darwinian "survival of the 
funniest'' -··- rather than of the most accurate. 

Finally, once all the historical records have been sifted and analyzed, 
there remains the problem of overall synthesis and presentation_ Many 
scientific historians (and even more scientists) like to tell a story in which 
each step follows naturally from the one preceding it, scientists always 
work cooperatively and selflessly; and where harmony rules.· Such stories 
infuriate me. Tlhcy remind me of the stock market analysts who come 
onto television every evening and explain in detail the cause or every dip 
and curve in the Dow for the preceding day. Jf they know the stock 
market so well, why do they wait until evening to tell me about it? Why 
don't they te1l me in the morning so that it can do me some good? For 
that matter. why are they on television at all. rather than out relaxing on 
their million-dollar yachts? The fact is that scientific history. like the stock 
market and like everyday life, <loes not proceed in an orderly, coherent 
pattern. The story of qu�111tum mechanics is a story full of serendipity, 

personal squahhles, opportunities missed and taken, and of luck both 
good and bC:1d. 

Because I :find the sugar-sweet stories of the harmonious development 
of science to be so offensive, when I tell the story I emphasize the conflicts, 
lhc contingencies, and the unpredictabli1ics. Hence the story I tell is no 
more accurate than the sweet talk, because 1 go too far in the opposite 
direction. Keep in mind, as you read the story that follows, thal I suffer 

• I told a story like thi� myself in seclion 10.2. "Evi<kncc for lhc amplitude framework", where I 
suggested that <lis<."<>V<ri<s in physi� always r�ult from the explorntio1l of shorter knglh �cuk:s. 
In focL di�ovcrics also come from the explora1io11 or longer length �calcs. of lower temperatures, 
of greater complexity. and simply by invesiigating familiar phenomena in more detail. 

1 
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from this overreaction as well as all the other difficulties mentioned in this 
section. 

A.2 Status of physics: January 1 900 

lo January 1900 the atomic hypothesis was widely but not universally 
accepted. Atoms were considered point parlides, and it wasn't clear 
how atoms of dillerent elements dilf ered. The electron had jusl been 
d iscovered (1897} and it wasn't clear where (or even whether) electrons 
were located \\ithin atoms. One import.ant outstanding problem concerned 
the colors emitted by atoms in a discharge Lube (familiar today as the light 
from a Ouorescent tube or from a neon sign). No one could understand 
why different gas atoms glowed i n  different colors. Another outstanding 
problem concerned the amount of heat required to change the temperature 
of a diatomic gas such as oxygen : the measured amounts were well below 
the value predicted by theory. Because quantum mechanics is important 
when applied to atomic phenomena, you might guess that invest1gations 
into questions like these would give rise to the discovery of quantum 
mechanics. Instead it came from a study of heat radial.ion. 

A.3 Heat radiation 

You know that the coals of a campfi re. o r  the coils of an electric stove, 
glow red. You probably don't know that even hotter object� glow whi te, 

but this fact is we11 known to blacksmiths.. When objects arc hotter still 
they glow blue. (This is why a gas stove should be adjusted lo make a blue 
flame.) I ndeed, objects al room temperature also glow (radiate)� but the 
radiation they emit is infrared. which is not detectable by the eye. (The 
military has developed - for use in night warfare - special eye sets that 
convert infrared radiation to optical radiation.) 

These ohservations can be expla ined qualitatively by thinking or heat 
as a jiggling of atoms : like jello, hut on a smaller scale so that you can't 
sec the vibrations due to heat At higher temperatures the atoms jiggle 
both farther and faster. The increased distance of jiggling accounts for the 
brighter radiation from hotter bodies, while the increased speed ac.counts 
for the change in color. 

In the year 1900 several scientists were trying to turn these observations 
into a detailed explanation of and a quantitatively accurate fonnula for 
the color of heat radiation as a function of temperature. On 19 October 
1 900 the Berliner Max Planck (age 42) announced a formula that 1il the 
experimental results perfectly, yet he had rno explanat ion for the formula 
- it just happened to fit. He worked to find an explanation through the 
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late fal1 and finally was able to derive bis formula by assuming thal the 
atomic jigglers could not take on any possible energy, but only certain 
special "allowed" values. lie announced this result on 14 December 1900. 
This date is now considered the birthday of quantum mechanics (and there 
is certain to be a big celebration on its one hundredth anniversary) bul at 
the time no one found it particularly significant. We k now this not only 
from contempor�ry reports, but also because the assumption of allowed 
energy values raiises certajn obvious questions that no one bothered to 
follow up. For examp le, how docs the jiggler change from one allowed 
energy to another if the intermediate energjes are prohib ited? Again. if 
a jiggling alom can only assume certain allowed values of energy, then 
there must also be restrictions on the positions and speeds that the atom 
can have. What are they'! Planck never tried to find out. 

Thirty-one years after his d iscovery Planck wrote: 

I can characterize the whole procedure as an act of despera
tion, since, by nature I am peaceable and opposed to doubtful 
adventures. However, I had already fought for six years (since 
1894) with the problem of equilibrium between radiation and 
matter without arriving at any successful result. I was aware 
that this problem was of fundamental importance in physics, 
and I knew the formula describing the energy distributi<.)n . , , 
hence a theoretical interpretation had to be fow1d at any price, 

however high it might be. 

I t  should be clear from what I have already said that this is just a beautiful 
and romantic story that was developed with good thirty-year h indsight. 

Here i s another wonderful l;tory, this one refated by Werner Heisenberg : 

T n a period of most intensive work during the summer of 1900 
lPlanckJ finally convinced himself that there was no way of 
escaping from this conclusion [of ·'aJiowcd" energies) . It was 
told by Planck,s son that his father spoke to him about his new 
ideas on a long walk through the Gnu1cwald, the wood in the 
suburbs of Berlin. On this walk he explained U1at he felt he 
had possibly made a discovery of the first rank, comparable 
perhaps only to the discoveries of Newton. 

/\s much as I would like for this bcaulif ul story to be true, the intensive 
work took place during the late fa!� not the summer, of 1900. If Planck 

did indeed take his son for a long walk on the aften1oon that he discovered 
quantum mechanics. the son would probably remember the nasty cold he 
caught better than any remarks his father made. 
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A.4 The old quantum theory 

123 

Although the ideas of Planck did not take the world hy storm, they 
did develop a growing following and were applied to more and more 
situations. The resulting ideas� now called "old quantum theory", were all 
of the same type: Classical mechanics was assumed to hold . but with the 
additional assumption that only certain valrucs of a physical quanti ty (tbc 
energy, say, or the projection of a magnetic arrow) were allowed. Any 
such quantity was said to be "quantized''. The trick seemed to be to guess 
the right quantization rules for the situation under study, or to find a 
general set of quantization rules that would work for all situations. 

For example, in 1 905 Albert Einstein (age 26) postulated that the total 
energy of a beam of light is quantized. Just one year later he used 
quantizat ion ideas to explain the heat/temperature pU7.7.le for diatomic 
gases. Five years afler that, in 191 1,  Arnold Sommerfeld (age 43) at 
Munich began working on the implications of energy quantization for 
position and speed. 

In the same year Ernest Rutherford (age 40), a New Zealander doing 
experiments in Manchester, England, discovered the atomic nucleus -
only at this relatively late stage in the development of quantum mechanics 
did physicists have even a q ualitativcly correct pic...1urc of the atom! Jn 

1913. Niels Bohr (age 28), a Dane who had recently worked in Rutherford's 
laboratory, introduced quantization ideas for the hydrogen atom. His 
theory was remarkably successful in explaining the colors emitted by 
hydrogen glowing in a discharge tube, and it sparked enormous interest 
in developing and extending the old quantum theory. 

This development was hindered but not baited completely by the start 
of the First World War in 1914. During the war (in 1 9 1 5) William Wilson 
(age 40, a nat ive of Cumberland, England, working at King's College 
in London) made progress on the implications of energy quantization 
for posit1on and speed, and Sommerfeld also continued his work in that 
direction. 

With the coming of the armistice in 1918. work in quantum mechanics 
expanded rapidly. Many theories were suggested and many experiments 
perfonned. To cite just one example. in I 922 Olto Stern and his graduate 
student Walther Gerlach (ages 34 and 23) performed their important 
experiment that is so essential lo the way this book presents quann1m 
mechanics. Jagdish Mehra and Helmut Rechenberg, in their monumental 
history of quantum mechanics, describe the situation at this juncture wel l :  

l\t the turn of the year from 1922 to 1923. the physicists looked 
fot"ward with enormous enthusiasm towards detailed solutions 
of the outstanding problems, 8Uch as the helium problem and 
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the problem of the anomalous Zeeman effecls. However, within 
less than a year, the investigation of these problems revealed 
an almost complete failure of Bohi's atomic theory. 

A.5 The matrix formulation of quantum mechanics 

As more and more situations were encountered, more and more recipes 
for allowed values were required. This development took place mostly 
at Niels Bohr's lnstilule for Theoretical Physics in Copenhagen, and at 
the University of Gottingen in northern Germany. The most important 
actors at Gottingen were Max Born (age 43, an established professor) 
and Werner Heisenberg (age 23. a freshly minted Ph.D. from Sommerfeld 
in Munich). According to Born .. At Gottingen we also took part in 
the attempts to distill the unknown mechanics of the atom out of the 
experimental results. . . . The art of guessing correct f onnulas . . . was 
brought to considerable rerfcction." 

Heisenberg particularly was interested in general methods for making 
guesses. He began to develop systematic tables of allowed physical quan
tities, be they energies, or positions, or speeds. Born looked at these tables 
and saw that they could be interpreted as mathematical matrices. Fifty 
years later matrix mathematics would be taught even in high schools. 
But in 1925 it was an advanced and abstract technique, and Heisenberg 
struggled with it. His work was cut short in June l 925. As Mehra and 
Rechcnberg describe it: 

This was late spring in Gottingcn, with fresh grass and 
flowering bushes, and Heisenberg was interrupted in his work 
by a severe attack of hay fever. Since he could hardly do 
anything, he had to ask his director. Max Born, for a leave 
of about two weeks, which he decided to spend on the rocky 
island of Helgolan<l to cff cct a cure. 

On 7 June 1925 Heisenberg took the night train from Got
tingen to Cuxhaven where he had to catch the ferryboat for 
Helgo1and in the morning. On arrivaJ at Cuxhaven, '·t was 
extremely tired and my face was swollen. I went to get breakfast 
in a small inn and the landlady said, 'You must have had a 
pretty bad night. Somebody must have beaten you.' She thought 
l had had a fighl with somebody. I told her that I was ill und 
that l had to take the boat, but she was still worried about 
me.·· A few hours later he reached Helgoland. 

Helgoland. a rocky island in the North Sea. consists of a 

mass of red sandstone. rising abruptly to an elevation of about 
l60 feet, and there is nearly no vegetation on it. (It has an 
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area of about 380 acres and a pennanent population of severaJ 
hundred inhabitants. On the lower section of the island lies 
a fish ing village. while the upper section serves as a summer 
resort for tourist!\. . . .  From 1402 to 1714 it fonncd a part 
of Schleswig-Holstein, then became Danish until it was sei7.ed 
by the English fie.et in 1 807. It was formally ceded to Great 
Britain in 1814. Britain gave it to Germany in exchange for 
Zan7.ibar and some territory in Africa ( 1890). Helgoland was an 
in1portant base for the German Navy. In accordance with the 
Treaty of Versailles the military and naval fortifications were 
demolished in 1920·-1922. Under the Nazi regime Hclgoland 
again became a military stronghold and was a target for heavy 
Allied bombing towards the end of World War Tl. From 1947 to 
I March 1952, when i t  was handed back to Germany, the island 
was used as a bombing range by the Royal Air Force. Then it 
was restored as a tourist and fishing center.] Heisenberg ren ted 
a room on the second floor of a house situated high above the 
southern edge of the island, which offered him a '' glorious view 
over the village, and the dunes and the sea beyond." "As I 
sat on my balcony," he recal led more than forty years later, "I 
had ample opportunity to reflect on Bohr's remark that part 
of infinity seems to lie within the grasp of those who look 
across the sea:· He began to take walks to the upper end 
of the island and swam daily in the sea. Soon he felt much 
better. and be began to divide his time into three parts. The 
first he still used for walking and swimming; the second he 
spent in reading Goethe's West-Ostlicher Divan; and the third 
be devoted to work on physics. Having nothing else to distract 
him, he could reflect with great concentration on the problems 
an<l difficulties which had been occupying him until a few days 
earlier in GotLingen. 
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Heisenberg reproduced his earlier work, cleaning up the mathematics 
and simplifying the formulatjon. He worried that the mathematical scheme 
he invented might prove to be inconsistent, and in particular that it might 
violate the principle of the conservation of energy. In Heisenberg's own 
words: 

One evening I reached the point where T was ready to 
determine the individual terms in the energy table, or, as we put 
it today, in the energy 1natrix, by what would now be considered 
an extremely clumsy series of calculations. When the first terms 
seemed to etccord with the energy principle, I became rather 
excited, and I began to make countless a1ithmctica! errors. As 
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a result, it was almost three o,dock in the morning before the 
final result  of my computations lay before 1ne. The energy 
principle had held for a11 the terms, and I could no longer 
doubt the mathematical consistency and coherence of the kind 
of quantum mechanics to which my calculations pointed. At 
first, I was deeply alarmed. I had the feeling that. through 
the surface or atomic phenomena, I was looking at a strangely 
beautiful interior, and felt almost giddy at the thought that I 
now had to probe this wealth of ma thcmatical structures nature 
had so generously spread out before me. l was far too excited 
to sleep, and so, as a new day dawned, I made for the southern 
tip of the island, where I had been longing to climb a rock 
jutting out into the sea. I now did so without too much trouble, 
and waited for the sun Lo rise. 

By the end of the summer Hei�enberg, Born, and P.dscual Jordan (age 22) 
had developed a complete and consistent theory of quantum mechanics. 
(Jordan had entered the collaborahon when he overheard Born discussing 
quantum mechanics with a colleague on a train.) 

This theorv, called "matrix mechanics" or "the matrix formulation of 
quantum mechanics�, is not the theory I have presented in this book. I t  
is extremely and intrinsically mathematjcal, and even for master mathe
maticians it was difficult to work with. Although we now know it to be 
complete and consistent, this wasn't clear until much later. Heisenberg 
bad been keepi ng Wolfgang Pauli apprised of his progress. (Pauli, age 25, 
was Heisenberg's friend from graduate student days, when they studied 
together under Sommerfeld.) Pauli found Lhe work too mathematical for 
his tastes, and called it "Gottingcn's deluge of formal learning''. On 1 2  
October 1925 Heisenberg could stand Pauli's biting criticism n o  longer. 
I le wrote to Pauli: 

With respect to hoth of your last letters I must preach you a 
sermon, and beg your pardon for proceeding in Bavarian :  lt 
is really a pigsty that you cannot stop indulging in a slanging 
match. Your eterna1 reviling of Copenhagen and Gottingen 
is a shrieking scandal. You will have to allow that, in any 
case, we a.re not seeking to ruin physics out of malicious intent. 
When yol.!l reproach us that we arc such big donkeys that we 
have never produced anything new in physics, it ml\y well be 
true. But then; you are also an equally big jackass because you 
have not accomplished it either . . . . . .  (The dots denote a curse 
of about two-minute duration !) Do not think badJy of me and 
many greetings. 
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While this work was going on at GoUingen and Hdgoland, others were 
busy as well. Jn 1923 Louis de Broglie (age 3 1  ). associated an "'internal 
periodic phenomenon" - a wave - with a particle. He was never very 
precise about just what that meant. (Oe Broghc is soinetimes called •'Prince 
de Rrogtic" because his family descended from Lhe French nobility. To he 
strictly correct, however, only his eldest brother could claim the title.) 

It fell to Erwin Schrodinger, an Austrian working in Zurich, to build 
this vague idea into a theory of wave mechanics. He did so during 
the Christmas season of 1925 (at age 38), at the alpine resort of Arosa. 
Switz.erlan� in the company of ·'an old gi rlfriend [from] Vienna", while 
his wife stayed home in Ziirich. 

In short, just twenty-five years after Planck glimpsed the first sighl of 
a new physics, there was not one, but two competing versions of that 
new physics! The two versions seemed utterly different and there was an 
acrimonious debate over which one was correct. l n  a f oou1ote to a 1926 
paper Schrodinger claimed to be ''discouraged. if not repelled" by matrix 
mechanics. Meanwhile, Heisenberg wrote lo Pauli (8 June 1926) that 

The more 1 think of lhe physical part of the Sehrodinger theory. 
the more detestable 1 find it. What Schrodingcr writes about 
visualization makes scarcely any sense, in other words I thittk 
it is shit. The greatest result of bis theory is the calculation of 
matrix clements. 

Fortunately the debate was soon stilled : in 1926 Schrodinger ancl in
dependently, Carl Eckert (age 24) of Caltech proved that the two new 
mechanics. although very different in superficial appearance. were equiv
alent Lo each other.t (Pauli also proved this, but never published the 
result.) 

A-7 Applications 

With not just one, but two complete formufatioos of quantum mechanics 
in hand, the quant urn theory grew explosively. lt was applied to atoms, 
molecules, and solids. lt solved with ease the problem or helium (see 
page 123) thal had defeated the old quantun1 theory. lt resolved questions 
concerning the structure of stars, the nature or superconductors, and 
the properties of magnets. One particulady important contributor was 

• Very much as th.:: process of adcling arabic numerals is \·cry different from the procc�s or adlding 
roman numer<1ls, but the two processes ne::verrhclcss always gi•·c the �ame rcsull (�e;:e problem 8.2). 
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P.A.M. Dirac, who in 1926 (at age 22) extended the theory to relativistic 
and fiekl-thcorctic situations. Another was Linus Pauling. who in 1931 (at 
age 30) developed quantum mechanical ideas to explain chemical bonding, 
which previously had been understood only on cmp1rical grounds. Even 
today quantum mechanics is being applied to new problems and new 
situations. Tt would be impossible to mention all of them. All I can say is 
that quantum mechanics, strange though it may be, has been tremendously 
succcssf ul. 

A.8 The Bohr-Einstein debate 

The extraordinary success or quantum mechanics in applications did not 
overwhelm everyone. A number of scientists, including Schr<>dinger. de 
Broglie, and - most prominently - Einstein, remained unhappy with the 
standard probabilistic interpretation of quann1m mechanics. In a letter to 
Max Horn (4 December 1 926), Einstein made his famous statement that 

Quantum mechanics is very impressive. But an inner voice tells 
me that it is not yet the real thing. The theory produces a good 
deal but hardly brings us closer to the secret of the Old One. I 
am at all events convinced that He docs not play <lice. 

In concrete terms, Einstcin•s "inner voice'' led him, until his <lcath. to issue 
occasional detailed critiques of quantum mechanics and its probabilistic 
interpretation. Niels Bohr undertook to reply to these critiques, and the 
resulting exchange is now called the "Bohr Einstein debate". At one 
memorable stage of the debate (Fifth Solvay Congress, 1927), Einstein 
made an objection similar to the one quoted above and Bohr 

replied by pointing out the great caution. already called for 
by ancient thinkers, in ascribing attributes to Providence in 
every-day language. 

These two statements arc often paraphrased as, Einstein to Bohr : ·'God 
does not play dice with the universe.'' Bohr to Einstein: "'Stop telling God 
how to behave !" While the actual exchange was not quite so dramatic and 
quick as the paraphrase would have it.. there was nevertheless a wonderful 
rejoinder from what must have been a severely exasperated Bohr. 

The Bohr-Einstein debate had the benefit of forcine the creators of � 
quantum mechanics to sharpen their reasoning and face the consequences 
of their theory in its most starkly non·intuitive situations. It also had 
(in my opinion) one disastrous consequence: because Einstein phrased 
his objections in purely cJassical terms. Bohr was compelled to reply in 
nearly classical terms, giving the impression that in quantum mechanics. 
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an electron is "really classical" hut that somehow nature puts 11mits on 
how well we can determine those classical properties. l h ave tried in this 
book to convince you that this is a misconception: the reason we cannot 
measure simultaneously the exact position and speed of an electron is 
because an electron docs not haPe simultaneously an exact position and 
speed. It is no defect in our measuring instruments that they cannot 
measure what does not exist. This is simp�y the character of an electron 

an electron is not just a sm<tller. harder edition of a marble. This 
misconception this picture of a classical world underlying the quantu1n 
world poisoned my own understanding of quantum mechanics for 
years. I hope that you will be able to avoid it. 

On the other hand, the Bohr Einstein debate also had at least one 
salutary product. In 1935 Einstein, in collabonuion w1th Boris Podolsky 
and Nathan Rosen, invented a situation i n  which the results of quantum 
mechanics seemed completely at odds with common sense, a situation 
in which the measurement of a particle at one location could reveal 
instantly information about a second particle far away. The three scientists 
published a paper which claimed thal "No reasonable dcfinilion of reality 
could be expected to permit this." Bohr produced a recondite response and 
the issue was forgotten by most physicists, who were justifiably busy with 
the applications of rather than the foundations of quantuin mechan ics. But 
the ideas did not vanish entirely, and they eventually raised the interest 
of John BcJI. In 1964 BeJI used the Einstein-Podolsky-Rosen sinrntion to 
produce a theorem about the results from certain distant measurements 
for any deterministic scheme, not just classical mechanics. In 1982 Alain 
Aspect and his collahorators put Bell's theorem to the test and found that 
nature did indeed behave in the manner that Einstein (and others !) found 
so counterintuitive. 

A. 9 The amplitude formulation ()f quantum mechanics 

The version of quantum mechanics presented in this book is  neither matrix 
nor wave mechanics. It  is yet another formulation, different in approach 
and oullook. but f undamenially equivalent to the two formulations al
ready mentioned. lt is called amplitude mechanics (or ••the sum over 
histories technique", or '"the many paths approach", or "the path integral 
formulation". or '·the Lagrangian approach·', or "the method of least 
action''). and it was developed hy Richard Feynman in 1941 while he was 
a graduate student (age 23) at Princeton. Its discovery is well described 
by Feynman himself in his Nobel lecture: 

I went to a beer party in Lhe N<issau Tavern in Princeton. 
There was a gentleman, newly arrived from Europe (Herbert 
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Jehlei) who came and sat next to me. Europeans are much more 
serious than we are in America because they think a good place 
to discuss jntcllectual matters is a beer party. So he sat by me 
and asked, ''What are you doing'' and so on, and I said, "I'm 
drinking beer." Then T real1zcd that he wanted to know what 
work I was doing and I told him I was struggling with this 
problem, and l simply turned to him and said •·Listen. do 
you know any way of doing quantum mechanics starting with 
action ·- where the action integral comes into the quantum 
mechanics'?'' "No," he said. ''but Dirac has a paper in which 
the Lagrangian, at least, comes inro quantum mechanics. I will 
show it to you tomorrow." 

Next day we went to the Princeton Library (they have little 
rooms on the side to discuss things} :.ind he showed me this 
paper. 

Dirac's short paper in the Physikalische Zeirschrift der So1vjetunio11 
claimed that a mathcmaticaJ tool which governs the time development 
of a quantal system was "analogous" to the classical Lagrangian. 

Professor Jehle showed me this; I read it ;  he explained it 
to me, and I said, ''What does he mean, they are analogous: 
what does that mean. analogous? What is the use of tha1 ?" 
He said, ··You Americans! You always want to find a use for 
everything!" I said that I thought that Dirac must mean that 
they were equal. "No." he explained. "he doesn "t mean they are 
equal." "We1L" l said. "let's see what happens if we make them 
equal." 

So, I simply put them equal. taking the simplest example 
. . .  but soon found that l had to put a constant of propor
tionality A in, su..itably adjusted. When £ substituted . . . and 
just calculated things out by Taylor-series expansion, out came 
the SchrC.>dingcr equation. So I turned to Professor Jehle, not 
really understanding, and sai� "Well you see Professor Dirac 
meant that they were proportional." Professor Jehle's eyes were 
bugging out be had taken out a little notebook and was 
rapidly copjing it down from the blackboar<l and said, "No, 
no, this is an important discovery." 

Feynman's thesis advisor, John Archibald Wheeler (age 30), wa.'\ equally 
impressed. He believed that the amplitude formulation of quanlu1n me-

t J1:hl1: had hccn a smdent �,f SchrOdingcr in Berlm, and wa� in Prin<:eton tl1:c:ing the Nazis. He 
was a Quaker and had survived prison camp$ in h<>lh Germany and France. 
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chanics - although mathematically equivalent to the matrix and wave 
formulations - was so 1nuch more natural than the previous fonnulalions 
that it had a chance of convincing quantum mechanics's most determined 
critic. Wheeler writes: 

Visiting Einstein one day. I could not resist telling him 
about Feynman ·s new way to express quantum theory. "f.'eyn
man has found a beautiful picture to understand the probability 
ampUtude for a dynamical system to go from one specified con
figuration at Qne time to another spocified configuration al a 
hiter time. He treats nn a footing of absolute equality every con
ceivable history that leads from the initial state lo the final one, 
no matter how cra7y the 1notion in between. The contributions 
of these histories differ not at all in amplitude. only in phase . . . .  
This prescription reproduces all of standard quantum theory. 
How could one ever want a simpler way to see what quantum 
theory is all about! Doesn't this marvelous discovery make you 
willing to accept the quantum theor)', Professor Einstein?" He 
replied in a serious voice, "l stiJI cannot believe that God plays 
dice. But maybe'', he smiled, "I have earned the right to make 
my mistakes." 
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Putting Weirdness to Work 

According to Charles de Gaulle, Napoleon's mili tary genius lay in hi:> 
ability "to grasµ the situation, to adapt himself to it, and to exptoit it 
to his own advantage•·. Most of this book has treated the first two of 
these steps: learning what quantum mechanics is and how to work with 
it, whether we like it or not. This appendix moves on to the third slep of 
exploitation. 

The applications of quantum mechanics arc myriad. Quantum mechan
ics underlies all chemical and biochemical reactions. the design of drugs 
and of alloys, and the generation of medical X-rays. It is essential lo 

the laser. to the transistor, and to a sensitive detector of magnetic field 
called the SQU I D (Superconducting Q Uantum lnterferencc Device). But 
for the purposes of this book, it is useful to focus on only three of these 
applications: quantum cryptography, tunneling applications. and quantum 
computers. The first of these was treated in chapter 1 3 ;  this appendix 
describes the second and third. These descriptions arc segregated into 
an appendix because I don't know how to treat them thoroughly at the 
mathematical level of this book. Consequently, the treatments here are 
more descriptive and less analytic than the treatments in the chapters. 

B.1 Tunneling 

A classical ball rolls in a howl. Can the ball escape? As the ball rolls up 
the side of the bowl, it slows down. If the ball has enough energy, it will 
slow down but not stop, and hence c.:an make it over the side and out. !\ 
ball with a low enough energy will always remain inside the bowl. 

Is there any difference if we use a quanta} ball? In this case, as we have 
seen, the ball might not have a definite position, so there are situations 
in which il has some amplitude for being inside the bowl and some 
i:implitude for being outside the bowl. It  is aJso true (although we have 
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not demonstrated this) that the ball might not have a definite energy, so 
there are situations in which the average energy is too small for the ball 
to escape, but yet there is some amplitude for the ball to have enough 
energy to escape. Thus it can happen that a quanta! ball starts well 
inside the bowl with an average energy too small for classical escape, yet 
nevertheless the bal l  escapes. This process is called tunneling, because it 
is a way lo get oul of a barrier without going over the barrier. (The name 
unfortunately suggests that the quantal ball bores a hole through the side 
of the bowl. It doesn't - the bowl is unaltered.) 

Are there any practical applications for lunneling? Prisoners might hope 
to tunnel through the walls of their jail cells, but this is not a practical 
application: the probability of tunneling through a barrier decreases 
dramatically with the thickness of the barrier. But this same feature that 
makes tunneling impractical for prison escape is essential for: a device 
that locates atoms. Jn this device a thin needle moves across the surface 
of a sample. Electrons can tunnel from the needle to the sample. but 
only if the two arc very close. In this way, a very precise picture nf the 
sample's surface can be build up. This device, called a "scanning tunneling 
microscope·', can easily locate individual atoms. 

Tunneling is also imporumt in the de.cay of atomic nudei, for an esoteric 
electronic compo1nent called the ·'tunnel dliode", and as a possible nlecha
nism for superconductivity at high temperatures. My favorite application 
of tunneling, however, is far from rccondiitc. 

The sun prodmces l ight energy through a series of nuclear reactions. 
The first step in this series is that two protons come very close to each 
other and react to form a proton an<l neutron bound together, plus a 
positron, plus a neutrino. If you don't know what a positron is, don't 
worry. The important thing is that the two protons have to come close 
together. But the two protons have the san1e electric charge, so they repel 
each other strongly. Calculations based on classical mechanics predict that 
this reaction would happen so slowly that al most no light would come 
from the sun. A correct calculation based on quantum mechanics shows 
that one proton tunnels through the barrier of repulsion separatjng the 
two, and aJJows tthe reaction to proceed. 

Quantum mechanics applies to the domain of the very small but 
sometimes small things have big consequences. Sunshine itself is generaled 
through the workings of quantum mecha1i1ics. 

8.2 Quantum computers 

Not so many years ago, it was customary to interpret the Heisenberg un
certainty princip�e as a limitation on infonnation: "In classical mechanics 
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one can know a particle's position and its speed exactly, but in quantum 
inechanics one cannot have this complete information." This is quite lhe 
wrong attitude. In fact, one n1ay have complete information concerning 
either a classical state or a quanta! state, but the information is diff ercnt in 
the two cases. Consider, for exainple, a single bead stn1ng on a fixed wire. 
In classical mechanics, the bead's state is specified by listing its position 
and its speed: two numbers. In quantum mechanics, the bead's state is 
specified (see chapter 15, "The wavefunction'') by listing the amplitude 
for it to be at any ()f lhe points along the wire. Since there are an infinite 
number of points on the wire, and since lhe amplitude at each point is 
specified through two numbers (a magnitude and an angle), specifying a 
quantal state actuaJly requires considerably more information than does 
specitying a classical state. 

I n  short, the information needed to specify a quanta! state is nol only 
different in character from the information needed to specify a classical 
state, but it is also much larger in quantity. Thus there are many more 
quanta) states than there arc classical states for the same system. This 
fact is a source of both delight and difficulty. The delight stems from 
the great richness and variety of quantal behavior, a variety lacking in 
the classical domain simply hecause there are many more ways to be 
quantal than there are ways to be classical. The difficulty lies in the fact 
that calculations i11volving quantal systems necessarily process a lot more 
infonnation than those involving the corresponding classical system, aud 
thus are usually more difficult to perform. A computer program simulating 
a quanta! system will almost always run slower than one simulating the 
corresponding classical system : the quantum simulation simply has more 
information to keep Ira.ck of. 

For many years, this was regarded as an unpleasant but unavoid
able fact of scientific life. Then, in the 1980s, three scientists (Paul 
Benioff, Richard Feynman, and David Deutsch) realized that this diffi
culty could be profitably turned around. f nstead of complaining about 
the prohlems of simulating quantum mechanics using classical comput
ers, couldn't we build compulers out of quanta! systems? The richness 
of quantum mechanics might then allow such ··quantum computers'' to 
accomplish more tasks faster than their classical counterparts. For ex
ample, in a conventional computer the memory consists of many storage 
locations that caa be set to either "1" or ·•o", and the processor consists 
of inany sw itches that can be either •·up'" or "down''. But a quuntal 
syi;tem - such as the magnetic needle of a silver aton1 - c.rn be either 
<•up" (m: = +mR). or .. down·· fmr = -mn), or in an infinite number 
of other possibilities. Pieces of ct quantu1n computer can interfere or 
become entangled. options that are not available to the components of 
dassical computers. Can this flexibili ty be harnessed to make quantal 
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storage locations or switches that work harder than their classical coun
terparts? 

The answer to this question is "yes". For example, in 1997 Lov Grover 
showed how a quantum computer could outperform a classical computer 
in searching lhrough an unordered list. Suppose, for instance. that you 
wanted some information and you knew it was contained in one of ten 
million possible World Wide \Veb sites. I f  a computer could examine one 
\Vcb site per second, then a classical computer would need on average 
five million seconds · two months - to find the desired site. /\. similar 
quantum computer would find it in forty-two minutes. In 1998 Chuang, 
Gcrshcnfeld, and Kubinec built a quantum computer that ilnplcmentcd 
Grover's idea, but the computer could not search through a list of ten 
inillion possibilities : it was restricted to lists of foi1r i terns. 

Many issues, both fundamental and technical, n1ust be resolved before 
the quantum computer becomes more than a laboratory curiosity. Quan
tum computers may lead society into an information revolution that will 
make the classical computer revolution look like a ripple. Or the whole 
idea might just fizzle. But in either case quantum computing illustrates 
that the quanta! domain is fundamentally different from the classical do
main, offering up a set of possibilities so various, so beautiful, so new, 
that they demand a fresh picture of this extraordinary universe, our home. 
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Appendix D 
General Questions 

Many chapters in this book arc followed by problems (sec page 10) that 
pertain spccificaUy to that chapter. This appendix contains questions 
of a nlore general charac,lcr. These questions arc designed either to 
consolidate your understanding or to extend your knowledge. The taller 
sort of question wi11 require further study, such as through reading books 
listed in the references. But answering the questions will generally require 
considerable analytic thought and not just parroting a book from the 
ljbrary. 

0.1 ls God a deceiver? A central element of Rene Descartes's philosophy 
is that we can usual ly trust our scnsoal perceptions because God is 
not a deceiver. The macroscopic wodd seems to obey the determin
istic laws of Newton, yet quantum mechanics maintains that this is 
just an appearance: the actual laws of physics are probabilistic not 
deterministic. Does this mean that l)escartes was wrong and that 
God is a deceiver? 

D.2 Is quantum mechanics rea.llr strange? Throughout this account (be
ginning with its title) l have emphasized that I find quantum me
chanics to be strange. My question here: Is quantum mec.hanics 
intrinsically weird, or do I find it weird only because of the way I 
was brought up? For example, in the Middle Ages most people were 
brought up believing the earth to be fiat. The round earth model 
must have seemed extraordinarily strange to them when it was first 
broached. (For example, it must have seemed paradoxical that you 
could travel always due cast and yet eventually arrive back at your 
starting point) Yet today even children find nothing unnatural about 
the round ea.rth because they have heard about it from infancy. 

Another exa:mple comes from chemistry. Joseph Black ( 1728-1 799) 
discovered carbon dioxide and a number or basic chemical facts. 

l 4 1  
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Soon after Black's death, one of his contemporaries wrote in aston
ishlnent that 

He had discovered that a cubic inch of marble consisted 
of about half its weight of pure lime, and as much air 
as would fill a vessel holding six wine gallons. . . . What 
could be more singular than to find so subtle a substance 
as air existing in the form of a hard stone, and its presence 
accompanied by such a change in the properties of that 
stone? . . . 11 is surely a dull mind that will not be animated 
by such a prospect. 

Today, few people consider simple chemical reactions to be ··singu
lar". 

So what's the ln1th? Is quantum mechanics quite natural, but we 
were brought up to think othernise? Or arc chemical reactions in 
fact remarkable, hut we were raised in a prosaic era? 

D.3 Layers of e.x.planation. Jn section 2.4 (page 9) I argued thar the idea 
of explanation implied explanation in terms of more fundamental 
ideas, and that the most f un<lamental ideas could only be described 
and not explained. It was once thought that these deepest, simplest, 
most fundamental ideas ought to be "self evidenf'. The fundamental 
ideas prescnled in this book have been very far from self evident. ls 
this a defect in  the ideas presented here or a defect in the supposition 
of self evidence? (From the point of view of biological evolution, 
does it make sense that our brains should be hardwired to appreciate 
atomic phenomena?) 

D.4 Learning abow quantum mechanics. Describe your experience of 
learning about quantum mechanics. What motivated you to read 
this book? What questions did you have when you started it'? Were 
those motivations satisfied and those questions answered? Did you 
learn the material by steady accumulation, or were there certain mo
ments c·nashes of insight") when you suddenly came to understand 
large chunks of material that had been roving unprocessed about 
your mind? Different people learn in different ways. Which teach
ing techniques (lecture, conversation, reading, problem solving, film 
viewing, running computer �imulations. etc.) do you think would he 
n1ost effective for you in learning quantum mechanics? Js this the 
same answer that you would give for learning about. say, literature? 
Has this book changed your idea of the concept or '·understanding" 
i n  science? What is your impression of your current understanding 
of quantum mechanics? (For example are you confused, disgusted, 

' 
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fascinated, satiated, all of the above?) Which unanswered questions 
arc most importanl to you'? Do you sec any way that you can salisfy 
your continued curiosity'! 

D.5 Rephrasing quantum mechallics. Rewrite a section or a chapter of this 
book in your own terms. Make it clearer, or n1ore correct, or more 
interesting than what I wrote. Explain briefly why your version is 
superior to 1nine. (Please send the author a copy of your revision 
and your explanation.) 

D.6 Ca11 all authors he trusted? In his book Beyond t.he Quantum (l\1acmil
lan, New York, 1986) Michael Talbot writes that the Aspect experi
ment forces the conclusion that "either objective reality does nol exist 
and it is meaningless for us to speak of things or objects as having 
any reality above and beyond the mind of an observer, or faster than 
light communication with the future and the past is possible". (Ily the 
first alternative, he means standard quantum mechanics.) Is either 
branch of th.is dichotomy correct, or ·even internally consistent? 

D.7 What does ''.fundamental" mean '! Michael Horne and Anton Zeilinger 
{two of the proposers of the Greenberger-Horne-Zeilinger experi
ment) write that 

the greatest problem . . . is to U1nderstand .iwhy quantum 
mechanics?" Shouldn't a theory as fundamentally impor
tant as quantun1 mechanics follow from something deeper? 
We suggest that the fundamental ele1nents of quantum me
chanics may follow from a careful analysis of what it incans 
to observe, to collect data, and to order them in such a way 
that physical laws can he constructed. 

In section 2.4 of this book (page 9) T took exactly the opposite 
position, arguing that, by definition, a fundamental theory is one for 
which such questions cannot be answered. Which position, if either, 
do you support? Justify your preference. 

0.8 New, bizarre, or both ! In 1 877, chemists were just beginning to learn 
how the arrangement of ar01ns within molecules could be deduced 
from chemical information. The distinguished chemist Hermann 
Kolbe called such attempts .. haJlucinations . . . not many degrees 
removed from a belief in witches andl from spirit-rapping''. In 1980, 
distinguished physicisl E.T. Jaynes referred to standard quann1m 
mechanical ideas (such as those presented in this book) as .. a violent 
irrationality . . . more the character of medieval necromancy than 
science". What are your own reactions to quantum mechanics at this 
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stage'? Do you believe that Jaynes's reaction is more a rejection of 
the new and different or a rejection of the irrational 'l What of your 
own reaction? 

D.9 Quantum mechanics and .Lastern mysticism. In the 1970s two books 
appeared concerning the relation between quantum mechanics and 
mystical aspects of Eastern religion. These were Fritjof Capra's The 
Tao of Physics (Bantam, New York, 1975) written by a physicist. 
and Gary Zukav's The Dancing Wu Li lvfasters (Bantam, New York, 
1979) written by a journalist. Read the two books and compare their 
treatments of both physics and religion. Can you find any errors in ei
ther book? To what extent C'an the differences in outlook and content 
of the two books be attributed to the professions of the two authors'! 

0.10 J!,ffecJ of quantum medwnics on culture. What effect has the discov
ery of yuantum mechanics had on broader human culture, such as 
philosophy, literature, politics, or popular thought? Are these cfi'ects 
due mostly to quantum mechanics or to misconceptions concerning 
quantum mechanics? 

D.1 1 Etymology. How did the subject of this book come to be called 
"quantum mechanics,.'! After all, the word mechanics is usually 
associated with other activities. (Cartoon below courtesy of Sidney 
Harris.) 

''krv}.LL'{ \ 5fAA\ED oJr IN Qv,AA,.\Jf-1\ 
M€(l-\IWIL�, f3uT �w�� A\..0"3<1' � WFf I 'f..:ic:>" A WR� lvC2N '' 
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Skeleton Answers for Selected Problems 

Be sure to read page 10 about the philosophy behind active learning and 
problem solving before using these skeleton answers. 

2.1. Large force directed downward, small force directed down-
ward. 

2.2. A > B = D > C. 
2.3. 2800 miles. 
2.4. -0.38 inches. 
2.5. Infinite number, all pcrpendic\.llar lo the arrow. 

3.1. AU of the atoms would leave at one deflection correspond
ing to a large positi vc projection. 

4.1. (a): 3 inches, (b): -3 inches, (c), (d). and (e): 0 inches, (f): 
3/ Ji =  2.121 inches. 

4.2. They would all leave the - exit.. 
4.3. Because of the qualifier ''in general'', the claim is consistent 

with situations in which the probability of one outcome is 
I and the probability of all the other outcomes is 0. 

4.4. (2}. 
4.S. All -. Half+ and half -. 
4.6. Not at all. 
4.7. No. 
4.8. 3/4. 
4.9. 1/2. 
4.10. 3/4, 1 /4. 
4.13. Tn both cases. "It just is correct. I can tell you about 

experiments which show that it is correct, but I can't say 
why it is correct." 
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5.1. l /72. 
5.2. 1/10. 
5.3. 5/6. 

Appendix F 

5.4. (a), {b), and (c): 1/210• (d): 10/2 10. 
S.S. (a), (b), and {c): 1/2. 
5.6. (c): 5/8, 6/8. 
5.7. Hint: '"Thirty days hath September . . .  ". 

5.9. (a): 1/(25 x 1012), {b): 1/(S x 106), {e): Sli(5 x 1 06), 
(d): (52 x 51/2}/(5 x 106). 

6.3. 1 /4. 
6.4. 7 /9. 

8.1. Length 12.07 inches, direction l :30 or ··northeast". 
8.2. Either "all of them" or "none of them" are acceptable 

answers. 

9.1. These phenomena happen even when only one atom is 
present in the apparatus. 

9.2. (a): 1 /4, (b}: 1/4, (c): I .  
93. 50%, 50o/o, 0°10, 100°/n, 50%, 0%. 50°10, 0%, 12.5 o/o. 
9.6. ( 1)  Measurement means someone looks. {2} An electron 

is a marble with a definite po::;ition. that goes through one 
hole or the other but neither you nor nature knows which. 

10.2. lf an atom's position were aJways definite, then quanta) 
interference (experiment 9.3) would be much worse than a 
puzzle, it would he a logical contradiction. We are able to 
regain logical consistency only by abandoning the mental 
picture of an atom as a small, hard marble. 

11 .2. I I .Ji,, I ;../2, o. 
1 1 .4. 1 /4. 
14.1. Yes, yes, no, no, no. 
IS.I. "Between rclea:::e and detection, the electron is not at any 

point, because il doesn't have a posilion. Instead, it has 
an1plitude to be at each of many point::;." 
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